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1.0 Introduction   

The National Science Foundation’s Office of Advanced Cyberinfrastructure created the Data 

Infrastructure Building Blocks (DIBBs) program in 2012 and since then has issued annual updated 

solicitations [1]. More than 50 awards have been funded or co-funded by the DIBBs program through a 

collaborative approach with all seven NSF research and education directorates. Table 1 summarizes the 

types of awards made, the number of awards, their aggregate funding, and the co-funding directorates.   

 

YEAR TYPE # VALUE ($) CO-FUNDING DIRECTORATES 

2013 Implementation 4 27,521,583  

2013 Conceptualization 4 429,392  

2014 Pilot Demonstrations 16 21,340,996 BIO; CISE; ENG; GEO; MPS; SBE 

2014 Early Implementations 2 9, 830,819 EdHR; SBE 

2015 Multi-campus; Multi-
institutional 

5 23, 685,304 *co-located with CC*DNI 
program 

2016 Pilot Demonstrations 5 1,946,064 BIO; EdHR; ENG; GEO; MPS 

2016 Early Implementations 8 28,115,008 BIO; CISE; ENG; MPS; SBE 

2017 Pilot Demonstrations 4 1,992,416 EdHR; GEO 

2017 Early Implementations 3 11,454,775 CISE, MPS 

 Totals 51 112,869,166  

 

In August 2016, Jim Kurose, NSF Assistant Director for Computer & Information Science & Engineering 

(CISE) announced the first workshop for PIs and co-PIs funded by active awards under the DIBBs 

program. As stated in his published Dear Colleague Letter [3], the objectives of this workshop included: 

ά¢he initial PI workshop will be organized to allow PIs and co-PIs with active DIBBs awards at the 

time of the invitation to meet, exchange results and lessons learned, and outline next steps 

based on their research advances. Such workshops have historically enabled better 

communication among funded investigators, reduced unnecessary programmatic redundancies, 

and fostered team-ōǳƛƭŘƛƴƎ ǿƛǘƘƛƴ ŀƴŘ ŀŎǊƻǎǎ ƛƴǎǘƛǘǳǘƛƻƴŀƭ ōƻǳƴŘŀǊƛŜǎΦέ 

The first NSF DIBBs PI Workshop (DIBBs17) was held January 11–12, 2017 in Arlington, Virginia. The 

purpose was to provide an opportunity for PIs, co-PIs, and NSF program directors to consider DIBBs 

project results, identify and recognize achievements, understand current challenges (technical, financial, 

and social), and discuss future challenges and models to address them, with the goal of informing a 

future vision for data cyberinfrastructure and the science and engineering disciplines it enables. There 

were 72 attendees, representing 37 of the 41 active DIBBs projects invited to participate. The workshop 

proceedings and outcomes are documented in a final report [4] and on a website (dibbs17.org).  

Table 1: Summary of type, number, and value of DIBBs awards (2013-2017) [2]. 
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Given the success of the first DIBBs PI workshop, it was expected that these workshops would continue.  

In April 2018, NSF Office of Advanced Cyberinfrastructure (OAC) Program Director Amy Walton sent an 

email to active DIBBs awardees requesting their participation in the second DIBBs PI workshop (DIBBs18) 

scheduled for July 9–10, 2018 in Arlington, Virginia (see Appendix 11.2.1). This request was followed by 

an email on May 2, 2018 from Larry Smarr (DIBBs18 Chair) and Tom DeFanti (Co-Chair) with specific 

information about the logistics, registration, preliminary agenda and workshop preparation (see 

Appendix 11.2.2). This announcement included the following information:  

άCƻƭƭƻǿƛƴƎ ƻƴ ǘƻΣ ŀƴŘ ŎƭƻǎŜƭȅ ŀŘŀǇǘƛƴƎ ǘƘŜ ǊŀǘƛƻƴŀƭŜ ŀƴŘ ǎǘǊǳŎǘǳǊŜ ƻŦ ǘƘŜ ŦƛǊǎǘ 5L..ǎмт tL 

Workshop developed by Dr. David Lifka and Paul Redfern of Cornell University, a second NSF 

Data Infrastructure Building Blocks PI Workshop (DIBBs18) will be convened in Arlington, VA 

during July 9ς10, 2018 to exchange results and lessons learned from the projects, and to consider 

the implications of project results for advances in the vision and goals for data 

cyberinfrastructure, with the focus on Harnessing the Data Revolution, one of the NSF Big Ideas.  

 

άtǊƛƻǊ ǘƻ ǘƘŜ ǿƻǊƪǎƘƻǇΣ ŜŀŎƘ tL ǿƛƭƭ ǎǳōƳƛǘ ŀ t5C ƻŦ ŀ ǇƻǎǘŜǊ ƻƴ ǘƘŜƛǊ 5L..ǎ ǎǳŎŎŜǎǎŜǎ ŀƴŘ ŀ ǎƘƻǊǘ 

white paper describing current and future challenges. A Program Committee comprised of a 

representative set of PIs will use these project-specific materials to organize the workshop panels 

and small discussion groups. Panels will discuss significant and innovative DIBBs results, current 

DIBBs challenges and solutions, and future DIBBs challenges, including sustainability issues. Each 

panel will be immediately followed by small group discussions and report-outs to increase PI/Co-

tL ǇŀǊǘƛŎƛǇŀǘƛƻƴ ŀƴŘ ŦŀŎƛƭƛǘŀǘŜ 5L..ǎ ŎƻƳƳǳƴƛǘȅ ōǳƛƭŘƛƴƎΦέ 

The DIBBs18 workshop was held July 9–10, 2018 at the Crystal City Marriott hotel in Arlington, Virginia.  

There were 72 attendees, representing 45 of the 49 active DIBBs projects that were invited to 

participate.  The proceedings and outcomes of this workshop are documented in this report and on the 

workshop website (dibbs18.ucsd.edu).  

 

2.0 DIBBs18 Projects, Participants, Posters, and White Papers  

Table 2 lists all the projects that were invited to send representatives to the DIBBs18 workshop, 

organized by NSF award number (roughly chronologically). For each project, the following information is 

provided: the NSF award number (with a hyperlink to the NSF award abstract), the Principal Investigator 

(with a hyperlink to the PI’s website or contact information), the project’s DIBBs18 attendees, the 

project name, and links to the posters and white papers that were submitted for the workshop (all 

available at dibbs18.ucsd.edu). In total, 49 projects were invited to participate in the workshop, 45 of 

those projects sent representatives to the workshop, and 43 projects submitted posters and white 

papers.  

The posters and white papers represent valuable documentation for the individual DIBBs projects and 

collectively for the program as a whole. The posters describe the projects’ objectives, progress, and 

results. These posters were displayed throughout the workshop in an area adjacent to the meeting area, 

https://dibbs18.ucsd.edu/
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which provided an opportunity for attendees to mingle and discuss their projects during the meeting 

breaks and evening reception. The white papers focused on current and future challenges for each 

DIBBs project. These papers provided important information and helped lay the foundation for several 

discussions throughout the course of the workshop.  

 

NSF 
Award # 

Current PI 
(previous) 

DIBBs18 
Attendees 

Project Name Poster White Paper 

1261582 McHenry Kenton 
McHenry, 

Praveen Kumar 

Brown Dog McHenry-
Poster 

McHenry-
White Paper 

1261715 Szalay Gerard Lemson, 
Michael Rippin 

Long Term Access to Large 
Scientific Data Sets: The 
SkyServer and Beyond 

Szalay-
Poster 

Szalay-
White Paper 

1261721 Nystrom 
(Levine) 

Nick Nystrom The Data Exacell Nystrom-
Poster 

Nystrom-
White Paper 

1261727 Song Venkatesh 
Merwade, Lan 

Zhao 

Integrating Geospatial 
Capabilities into HUBzero – An 
Implementation Project 

Song-Poster Song-White 
Paper 

1442997 Pankratius Victor 
Pankratius 

CIF21 DIBBs: An Infrastructure for 
Computer Aided Discovery in 
Geoscience  

Pankratius-
Poster 

Pankratius-
White Paper 

1443013 Nahrstedt Steve 
Konstanty, 

Kenton 
McHenry 

CIF21 DIBBs: T2-C2: Timely and 
Trusted Curator and Coordinator 
Data Building Blocks  

 Nahrstedt-
Poster 

 Nahrstedt-
White Paper 

1443014 Reiter Jerome Reiter CIF21 DIBBs: An Integrated 
System for Public/Private Access 
to Large-scale, Confidential Social 
Science Data  

 Reiter-
Poster 

 Reiter-
White  
Paper 

1443019 Chen Hsinchun Chen, 
Bhavani 

Thuraisingham, 
Christopher 

Yang 

CIF21 DIBBs: DIBBs for 
Intelligence and Security 
Informatics Research and 
Community  

 Chen-
Poster 

 Chen-White 
Paper 

1443027  Pujol  Ann Christine 
Catlin 

CIF21 DIBBs: Building a Modular 
Cyber-Platform for Systematic 
Collection, Curation, and 
Preservation of Large Engineering 
and Science Data - A Pilot 
Demonstration Project  

 Pujol-Poster  Pujol-White 
Paper 

1443037 Bowring Noah McLean CIF21 DIBBs: Collaborative 
Research: Cyberinfrastructure for 
Interpreting and Archiving U-
series Geochronologic Data  

 Bowring-
Poster 

 Bowring-
White Paper 

1443040 Ficklin Alex Feltus CIF21 DIBBS: Tripal Gateway, a 
platform for next-generation data 
analysis and sharing  

 Ficklin-
Poster 

 Ficklin-
White Paper 

Table 2: Invited DIBBs18 Projects, PIs, Participants, Posters, and White Papers 

 

 

https://www.nsf.gov/awardsearch/showAward?AWD_ID=1261582
http://ssa.ncsa.illinois.edu/
http://browndog.ncsa.illinois.edu/
http://dibbs18.ucsd.edu/images/submissions/1261582__POSTER__McHenry__BrownDog.pdf
http://dibbs18.ucsd.edu/images/submissions/1261582__POSTER__McHenry__BrownDog.pdf
http://dibbs18.ucsd.edu/images/submissions/1261582__PAPER__McHenry__BrownDog.pdf
http://dibbs18.ucsd.edu/images/submissions/1261582__PAPER__McHenry__BrownDog.pdf
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1261715
http://www.sdss.jhu.edu/~szalay/
http://dibbs18.ucsd.edu/images/submissions/1261715__POSTER__JHU__SciServer.pdf
http://dibbs18.ucsd.edu/images/submissions/1261715__POSTER__JHU__SciServer.pdf
http://dibbs18.ucsd.edu/images/submissions/1261715__PAPER__JHU__SciServer.pdf
http://dibbs18.ucsd.edu/images/submissions/1261715__PAPER__JHU__SciServer.pdf
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1261721
https://www.psc.edu/index.php/141-about/staff-directory/1942-nick-nystrom
http://dibbs18.ucsd.edu/images/submissions/1261721__POSTER__Data_Exacell.pdf
http://dibbs18.ucsd.edu/images/submissions/1261721__POSTER__Data_Exacell.pdf
http://dibbs18.ucsd.edu/images/submissions/1261721__PAPER__Data_Exacell.pdf
http://dibbs18.ucsd.edu/images/submissions/1261721__PAPER__Data_Exacell.pdf
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1261727
http://web.ics.purdue.edu/~cxsong/purdue/Welcome.html
http://dibbs18.ucsd.edu/images/submissions/1261727__POSTER__Song__GABBs.pdf
http://dibbs18.ucsd.edu/images/submissions/1261727__PAPER__Song__GABBs.pdf
http://dibbs18.ucsd.edu/images/submissions/1261727__PAPER__Song__GABBs.pdf
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1442997
http://www.victorpankratius.com/
http://dibbs18.ucsd.edu/images/submissions/1442997__POSTER__Pankratius.pdf
http://dibbs18.ucsd.edu/images/submissions/1442997__POSTER__Pankratius.pdf
http://dibbs18.ucsd.edu/images/submissions/1442997__PAPER__Pankratius__Geoscience.pdf
http://dibbs18.ucsd.edu/images/submissions/1442997__PAPER__Pankratius__Geoscience.pdf
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1443013
https://cs.illinois.edu/directory/profile/klara
http://dibbs18.ucsd.edu/images/submissions/1443013__POSTER__T2C2-4CeeD.pdf
http://dibbs18.ucsd.edu/images/submissions/1443013__POSTER__T2C2-4CeeD.pdf
http://dibbs18.ucsd.edu/images/submissions/1443013__PAPER__T2C2-4CeeD.pdf
http://dibbs18.ucsd.edu/images/submissions/1443013__PAPER__T2C2-4CeeD.pdf
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1443014
http://www2.stat.duke.edu/~jerry/
http://dibbs18.ucsd.edu/images/submissions/1443014__POSTER__Reiter__Social_Science_Data.pdf
http://dibbs18.ucsd.edu/images/submissions/1443014__POSTER__Reiter__Social_Science_Data.pdf
http://dibbs18.ucsd.edu/images/submissions/1443014__PAPER__Reiter__Social_Science_Data.pdf
http://dibbs18.ucsd.edu/images/submissions/1443014__PAPER__Reiter__Social_Science_Data.pdf
http://dibbs18.ucsd.edu/images/submissions/1443014__PAPER__Reiter__Social_Science_Data.pdf
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1443019
https://mis.eller.arizona.edu/people/hsinchun-chen
http://dibbs18.ucsd.edu/images/submissions/1443019__POSTER__Chen__ISI.pdf
http://dibbs18.ucsd.edu/images/submissions/1443019__POSTER__Chen__ISI.pdf
http://dibbs18.ucsd.edu/images/submissions/1443019__PAPER__Chen__ISI.pdf
http://dibbs18.ucsd.edu/images/submissions/1443019__PAPER__Chen__ISI.pdf
https://nsf.gov/awardsearch/showAward?AWD_ID=1443027
https://engineering.purdue.edu/CE/People/ptProfile?resource_id=9006
http://dibbs18.ucsd.edu/images/submissions/1443027__POSTER__DataCenterhub.pdf
http://dibbs18.ucsd.edu/images/submissions/1443027__PAPER__DataCenterhub.pdf
http://dibbs18.ucsd.edu/images/submissions/1443027__PAPER__DataCenterhub.pdf
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1443037
http://compsci.cofc.edu/about/faculty-staff-listing/bowring-jim.php
http://dibbs18.ucsd.edu/images/submissions/1443037__POSTER__McLean__U-series.pdf
http://dibbs18.ucsd.edu/images/submissions/1443037__POSTER__McLean__U-series.pdf
http://dibbs18.ucsd.edu/images/submissions/1443037__PAPER__McLean__U-series.pdf
http://dibbs18.ucsd.edu/images/submissions/1443037__PAPER__McLean__U-series.pdf
https://nsf.gov/awardsearch/showAward?AWD_ID=1443040
https://mps.wsu.edu/stephen-ficklin/
http://dibbs18.ucsd.edu/images/submissions/1443040__POSTER__Ficklin_et_al.pdf
http://dibbs18.ucsd.edu/images/submissions/1443040__POSTER__Ficklin_et_al.pdf
http://dibbs18.ucsd.edu/images/submissions/1443040__PAPER__Ficklin_et_al.pdf
http://dibbs18.ucsd.edu/images/submissions/1443040__PAPER__Ficklin_et_al.pdf
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1443046 Li John Horel CIF21 DIBBs: STORM: Spatio-
Temporal Online Reasoning and 
Management of Large Data  

 Li-Poster  Li-White 
Paper 

1443047 Brown Karan Vahi CIF21 DIBBs: Domain-aware 
management of heterogeneous 
workflows: Active data 
management for gravitational-
wave science workflows  

 Brown-
Poster 

 Brown-
White Paper 

1443054 Fox Geoffrey Fox, 
Shantenu Jha 

CIF21 DIBBs: Middleware and 
High Performance Analytics 
Libraries for Scalable Data Science  

Fox-Poster Fox-White 
Paper 

1443061 Angryk Rafal Angryk CIF21 DIBBs: Systematic Data-
Driven Analysis and Tools for 
Spatiotemporal Solar Astronomy 
Data  

 Angryk-
Poster 

 Angryk-
White Paper 

1443062 Habermann  Beyond Data Discovery: Shared 
Services for Community 
Metadata Improvement  

  

1443068 Koedinger Ken Koedinger, 
Kalyan 

Veeramachane
ni 

CIF21 DIBBs: Building a Scalable 
Infrastructure for Data-Driven 
Discovery and Innovation in 
Education  

Koedinger-
Poster 

 

1443069 Zhang  CIF21 DIBBs:  An Infrastructure 
Supporting Collaborative Data 
Analytics Workflow Design and 
Management  

   

1443070 Manepalli  CIF21 DIBBs: User Driven 
Architecture for Data Discovery  

 Manepalli-
Poster 

 Manepalli-
White Paper 

1443080 Wang Shaowen 
Wang,          

Kate Keahey 

 CIF21 DIBBs: Scalable Capabilities 
for Spatial Data Synthesis  

 Wang-
Poster 

 Wang-
White Paper 

1443083 Chourasia Amit Chourasia CIF21 DIBBs: Ubiquitous Access to 
Transient Data and Preliminary 
Results via the SeedMe Platform 

 Chourasia-
Poster 

 Chourasia-
White  
Paper 

1443085 Jenkins Anne Thessen C1F21 DIBBS: Porting Practical 
NLP and ML Semantics from 
Biomedicine to the Earth, Ice and 
Life Sciences  

 Jenkins-
Poster 

 Jenkins-
White Paper 

1541215 Lifka Dave Lifka CC*DNI DIBBs: Data Analysis and 
Management Building Blocks for 
Multi-Campus 
Cyberinfrastructure through 
Cloud Federation  

 Lifka-Poster  Lifka-White 
Paper 

1541335  McKee  Ken Merz CC*DNI DIBBs: Multi-Institutional 
Open Storage Research 
InfraStructure (MI-OSiRIS)  

 McKee-
Poster 

 McKee-
White Paper 

1541349  Smarr  Larry Smarr,       
Ilkay Altintas,     

Camille 
Crittenden, 

Tom DeFanti 

CC*DNI DIBBs: The Pacific 
Research Platform  

 Smarr-
Poster 

 Smarr-
White Paper 

https://www.nsf.gov/awardsearch/showAward?AWD_ID=1443046
https://www.cs.utah.edu/~lifeifei/
http://dibbs18.ucsd.edu/images/submissions/1443046__POSTER__Li__STORM.PDF
http://dibbs18.ucsd.edu/images/submissions/1443046__PAPER__Li__STORM.PDF
http://dibbs18.ucsd.edu/images/submissions/1443046__PAPER__Li__STORM.PDF
https://nsf.gov/awardsearch/showAward?AWD_ID=1443047
https://dbrown10.expressions.syr.edu/
http://dibbs18.ucsd.edu/images/submissions/1443047__POSTER__Brown_Heterogeneous_Workflows_Gravitational_Waves.pdf
http://dibbs18.ucsd.edu/images/submissions/1443047__POSTER__Brown_Heterogeneous_Workflows_Gravitational_Waves.pdf
http://dibbs18.ucsd.edu/images/submissions/1443047__PAPER__Brown_Heterogeneous_Workflows_Gravitational_Waves.pdf
http://dibbs18.ucsd.edu/images/submissions/1443047__PAPER__Brown_Heterogeneous_Workflows_Gravitational_Waves.pdf
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1443054
https://www.soic.indiana.edu/all-people/profile.html?profile_id=203
http://dibbs18.ucsd.edu/images/submissions/1443054__POSTER__Fox__SPIDAL.pdf
http://dibbs18.ucsd.edu/images/submissions/1443054__PAPER__Fox__SPIDAL.pdf
http://dibbs18.ucsd.edu/images/submissions/1443054__PAPER__Fox__SPIDAL.pdf
https://nsf.gov/awardsearch/showAward?AWD_ID=1443061&HistoricalAwards=false
http://grid.cs.gsu.edu/rangryk/
http://dibbs18.ucsd.edu/images/submissions/1443061_POSTER_Angryk_Solar_Astronomy_Data_Analysis.pdf
http://dibbs18.ucsd.edu/images/submissions/1443061_POSTER_Angryk_Solar_Astronomy_Data_Analysis.pdf
http://dibbs18.ucsd.edu/images/submissions/1443061_PAPER_Angryk_Solar_Astronomy_Data_Analysis.pdf
http://dibbs18.ucsd.edu/images/submissions/1443061_PAPER_Angryk_Solar_Astronomy_Data_Analysis.pdf
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1443062
https://www.hdfgroup.org/team/ted-habermann/
https://nsf.gov/awardsearch/showAward?AWD_ID=1443068
http://pact.cs.cmu.edu/koedinger.html
http://dibbs18.ucsd.edu/images/submissions/1443068__POSTER__LearnSphere.pdf
http://dibbs18.ucsd.edu/images/submissions/1443068__POSTER__LearnSphere.pdf
https://nsf.gov/awardsearch/showAward?AWD_ID=1443069&HistoricalAwards=false
https://www.cmu.edu/silicon-valley/faculty-staff/zhang-jia.html
https://nsf.gov/awardsearch/showAward?AWD_ID=1443070&HistoricalAwards=false
https://www.cnri.reston.va.us/bios/manepalli.html
http://dibbs18.ucsd.edu/images/submissions/1443070__POSTER__Manepali__UDADD_CNRI.pdf
http://dibbs18.ucsd.edu/images/submissions/1443070__POSTER__Manepali__UDADD_CNRI.pdf
http://dibbs18.ucsd.edu/images/submissions/1443070__PAPER__Manepali__UDADD-CNRI.pdf
http://dibbs18.ucsd.edu/images/submissions/1443070__PAPER__Manepali__UDADD-CNRI.pdf
https://nsf.gov/awardsearch/showAward?AWD_ID=1443080
http://www.cigi.illinois.edu/shaowen/
http://dibbs18.ucsd.edu/images/submissions/1443080__POSTER__Wang__Spatial_Data_Synthesis.pdf
http://dibbs18.ucsd.edu/images/submissions/1443080__POSTER__Wang__Spatial_Data_Synthesis.pdf
http://dibbs18.ucsd.edu/images/submissions/1443080__PAPER__Wang__Spatial_Data_Synthesis.pdf
http://dibbs18.ucsd.edu/images/submissions/1443080__PAPER__Wang__Spatial_Data_Synthesis.pdf
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1443083
http://vis.sdsc.edu/amit/work?q=work
http://dibbs.seedme.org/
http://dibbs.seedme.org/
http://dibbs.seedme.org/
http://dibbs18.ucsd.edu/images/submissions/1443083__POSTER__SeedMe-Amit-Chourasia.pdf
http://dibbs18.ucsd.edu/images/submissions/1443083__POSTER__SeedMe-Amit-Chourasia.pdf
http://dibbs18.ucsd.edu/images/submissions/1443083__PAPER__SeedMe-Amit-Chourasia.pdf
http://dibbs18.ucsd.edu/images/submissions/1443083__PAPER__SeedMe-Amit-Chourasia.pdf
http://dibbs18.ucsd.edu/images/submissions/1443083__PAPER__SeedMe-Amit-Chourasia.pdf
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1443085
http://instaar.colorado.edu/~jenkinsc/
http://dibbs18.ucsd.edu/images/submissions/1443085__POSTER__ThessenDuerr__MLP_Machine_Learning.pdf
http://dibbs18.ucsd.edu/images/submissions/1443085__POSTER__ThessenDuerr__MLP_Machine_Learning.pdf
http://dibbs18.ucsd.edu/images/submissions/1443085__PAPER__ThessenDuerr__MLP_Machine_Learning.pdf
http://dibbs18.ucsd.edu/images/submissions/1443085__PAPER__ThessenDuerr__MLP_Machine_Learning.pdf
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1541215
https://www.cac.cornell.edu/lifka/
http://dibbs18.ucsd.edu/images/submissions/1541215__POSTER__Aristotle_Cloud_Federation.pdf
http://dibbs18.ucsd.edu/images/submissions/1541215__PAPER__Aristotle_Cloud_Federation.pdf
http://dibbs18.ucsd.edu/images/submissions/1541215__PAPER__Aristotle_Cloud_Federation.pdf
https://nsf.gov/awardsearch/showAward?AWD_ID=1541335&HistoricalAwards=false
https://micde.umich.edu/faculty-member/shawn-mckee/
http://dibbs18.ucsd.edu/images/submissions/1541335__POSTER__OSIRIS.pdf
http://dibbs18.ucsd.edu/images/submissions/1541335__POSTER__OSIRIS.pdf
http://dibbs18.ucsd.edu/images/submissions/1541335__PAPER__OSiRIS-McKee.pdf
http://dibbs18.ucsd.edu/images/submissions/1541335__PAPER__OSiRIS-McKee.pdf
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1541349
http://lsmarr.calit2.net/
http://dibbs18.ucsd.edu/images/submissions/1541349__POSTER__Smarr__Pacific_Research_Platform.pdf
http://dibbs18.ucsd.edu/images/submissions/1541349__POSTER__Smarr__Pacific_Research_Platform.pdf
http://dibbs18.ucsd.edu/images/submissions/1541349__PAPER__Smarr__Pacific_Research_Platform.pdf
http://dibbs18.ucsd.edu/images/submissions/1541349__PAPER__Smarr__Pacific_Research_Platform.pdf
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1541450 Ludaescher Kyle Chard,           
Niall Gaffney 

CC*DNI DIBBS: Merging Science 
and Cyberinfrastructure 
Pathways: The Whole Tale  

 Ludaescher-
Poster 

 Ludaescher-
White Paper 

1640575 Alter George Alter CIF21 DIBBs: EI: Continuous 
Capture of Metadata for 
Statistical Data  

 Alter-Poster  Alter-White 
Paper 

1640775 Hurwitz Bonnie Hurwitz,     
John Hartman 

CIF21 DIBBs: PD: Accelerating 
Comparative Metagenomics 
through an Ocean Cloud 
Commons  

 Hurwitz-
Poster 

 Hurwitz-
White Paper 

1640813 Kumar Santosh Kumar, 
Timothy Hnat 

CIF21 DIBBs: EI: mProv: Provence-
based Data Analytics 
Cyberinfrastructure for High-
frequency Mobile Sensor Data  

 Kumar-
Poster 

 Kumar-
White Paper 

1640818 Tolone 
(Talukder) 

Bill Tolone CIF21 DIBBS: EI: VIFI: Virtual 
Information-Fabric Infrastructure 
(VIFI) for Data-Driven Decisions 
from Distributed Data  

 Talukder-
Poster 

 Talukder-
White Paper 

1640829  Greenwald  Martin 
Greenwald 

CIF21 DIBBs: PD: - Metadata 
Toolkits for Building Multi-
faceted Data - relationship 
Models  

 Greenwald-
Poster 

 Greenwald-
White Paper 

1640831 Youssef 
(Cuff) 

Saul Youssef,        
Scott Yockel 

CIF21 DIBBs: EI: North East 
Storage Exchange  

 Cuff-Poster  Cuff-White 
Paper 

1640834 Rodero 
(Parashar) 

Vasant 
Honavar, 
Anthony 
Simonet 

CIF21 DIBBs: EI: Virtual Data 
Collaboratory: A Regional 
Cyberinfrastructure for 
Collaborative Data Intensive 
Science  

Rodero-
Poster 

 Rodero-
White Paper 

1640840 Schadler Linda Schadler,          
L. Catherine 

Brinson 

CIF21 DIBBs: PD: Ontology-
enabled Polymer Nanocomposite 
Open Community Data Resource  

 Schadler-
Poster 

 Schadler-
White Paper 

1640864 Kennedy Oliver Kennedy,     
Boris Glavic 

CIF21 DIBBs: EI: Vizier, 
Streamlined Data Curation  

 Kennedy-
Poster 

 Kennedy-
White Paper 

1640867 Govindaraju Krishna Rajan CIF21 DIBBs: EI: Data Laboratory 
for Materials Engineering  

 
Govindaraju

-Poster 

 
Govindaraju

-White 
Paper 

1640899 Persson Shyam 
Dwaraknath, 
Sophia Hayes 

CIF21 DIBBS: EI:  The Local 
Spectroscopy Data Infrastructure 
(LSDI)  

 Persson-
Poster 

 Persson-
White Paper 

1659169  Paolini  Christopher 
Paolini 

CC* Storage: Implementation of a 
Distributed, Shareable, and 
Parallel Storage Resource at San 
Diego State University to 
Facilitate High-Performance 
Computing for Climate Science  

 Paolini-
Poster 

 Paolini-
White Paper 

1659282  Jennewein  Douglas 
Jennewein 

CC* Storage: The South Dakota 
Data Store, a modular, affordable 
platform to enable data-intensive 
research and education  

 Jennewein-
Poster 

 Jennewein-
White Paper 

https://www.nsf.gov/awardsearch/showAward?AWD_ID=1541450
https://ischool.illinois.edu/people/faculty/ludaesch
http://dibbs18.ucsd.edu/images/submissions/1541450__POSTER__Whole-Tale.pdf
http://dibbs18.ucsd.edu/images/submissions/1541450__POSTER__Whole-Tale.pdf
http://dibbs18.ucsd.edu/images/submissions/1541450__PAPER__Whole-Tale.pdf
http://dibbs18.ucsd.edu/images/submissions/1541450__PAPER__Whole-Tale.pdf
https://nsf.gov/awardsearch/showAward?AWD_ID=1640575&HistoricalAwards=false
http://www.psc.isr.umich.edu/people/profile/107/George_C_Alter
http://dibbs18.ucsd.edu/images/submissions/1640575__POSTER__Alter__c2Metadata.pdf
http://dibbs18.ucsd.edu/images/submissions/1640575__PAPER__Alter__c2Metadata.pdf
http://dibbs18.ucsd.edu/images/submissions/1640575__PAPER__Alter__c2Metadata.pdf
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1640775
https://cals.arizona.edu/abe/people/bonnie-hurwitz
http://dibbs18.ucsd.edu/images/submissions/1640775__POSTER__Hurwitz__OCC.pdf
http://dibbs18.ucsd.edu/images/submissions/1640775__POSTER__Hurwitz__OCC.pdf
http://dibbs18.ucsd.edu/images/submissions/1640775__PAPER__Hurwitz__OCC.pdf
http://dibbs18.ucsd.edu/images/submissions/1640775__PAPER__Hurwitz__OCC.pdf
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1640813&HistoricalAwards=false
http://web0.cs.memphis.edu/~santosh/
http://dibbs18.ucsd.edu/images/submissions/1640813__POSTER__Kumar__MProv.pdf
http://dibbs18.ucsd.edu/images/submissions/1640813__POSTER__Kumar__MProv.pdf
http://dibbs18.ucsd.edu/images/submissions/1640813__PAPER__Kumar__MProv.pdf
http://dibbs18.ucsd.edu/images/submissions/1640813__PAPER__Kumar__MProv.pdf
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1640818&HistoricalAwards=false
http://webpages.uncc.edu/wjtolone/
http://dibbs18.ucsd.edu/images/submissions/1640818__POSTER__Talukder__VIFI.pdf
http://dibbs18.ucsd.edu/images/submissions/1640818__POSTER__Talukder__VIFI.pdf
http://dibbs18.ucsd.edu/images/submissions/1640818__PAPER__Talukder__VIFI.pdf
http://dibbs18.ucsd.edu/images/submissions/1640818__PAPER__Talukder__VIFI.pdf
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1640829&HistoricalAwards=false
http://www.psfc.mit.edu/people/senior-staff/martin-greenwald
http://dibbs18.ucsd.edu/images/submissions/1640829__POSTER__Greenwald__Navagational_Data_Management.pdf
http://dibbs18.ucsd.edu/images/submissions/1640829__POSTER__Greenwald__Navagational_Data_Management.pdf
http://dibbs18.ucsd.edu/images/submissions/1640829__PAPER__Greenwald__Navagational_Data_Management.pdf
http://dibbs18.ucsd.edu/images/submissions/1640829__PAPER__Greenwald__Navagational_Data_Management.pdf
https://nsf.gov/awardsearch/showAward?AWD_ID=1640831&HistoricalAwards=false
http://physics.bu.edu/people/show/youssef
http://dibbs18.ucsd.edu/images/submissions/1640831__POSTER__Cuff__NESE.pdf
http://dibbs18.ucsd.edu/images/submissions/1640831__PAPER__Cuff__NESE.pdf
http://dibbs18.ucsd.edu/images/submissions/1640831__PAPER__Cuff__NESE.pdf
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1640834&HistoricalAwards=false
http://www.ece.rutgers.edu/~irodero/index.php
http://dibbs18.ucsd.edu/images/submissions/1640834__POSTER__Parashar_Virtual_Data_Collaboratory.pdf
http://dibbs18.ucsd.edu/images/submissions/1640834__POSTER__Parashar_Virtual_Data_Collaboratory.pdf
http://dibbs18.ucsd.edu/images/submissions/1640834__PAPER__Parashar_Virtual_Data_Collaboratory.pdf
http://dibbs18.ucsd.edu/images/submissions/1640834__PAPER__Parashar_Virtual_Data_Collaboratory.pdf
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1640840
http://homepages.rpi.edu/~schadl/
http://dibbs18.ucsd.edu/images/submissions/1640840__POSTER__Schadler__Ontology.pdf
http://dibbs18.ucsd.edu/images/submissions/1640840__POSTER__Schadler__Ontology.pdf
http://dibbs18.ucsd.edu/images/submissions/1640840__PAPER__Schadler__Ontology.pdf
http://dibbs18.ucsd.edu/images/submissions/1640840__PAPER__Schadler__Ontology.pdf
https://nsf.gov/awardsearch/showAward?AWD_ID=1640864&HistoricalAwards=false
http://www.cse.buffalo.edu/people/?u=okennedy
http://dibbs18.ucsd.edu/images/submissions/1640864__POSTER__Kennedy__Vizier_DB.pdf
http://dibbs18.ucsd.edu/images/submissions/1640864__POSTER__Kennedy__Vizier_DB.pdf
http://dibbs18.ucsd.edu/images/submissions/1640864__PAPER__Kennedy__Vizier_DB.pdf
http://dibbs18.ucsd.edu/images/submissions/1640864__PAPER__Kennedy__Vizier_DB.pdf
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1640867&HistoricalAwards=false
https://cubs.buffalo.edu/about-the-director
http://dibbs18.ucsd.edu/images/submissions/1640867__POSTER__Govindaraju__MaDE.pdf
http://dibbs18.ucsd.edu/images/submissions/1640867__POSTER__Govindaraju__MaDE.pdf
http://dibbs18.ucsd.edu/images/submissions/1640867__POSTER__Govindaraju__MaDE.pdf
http://dibbs18.ucsd.edu/images/submissions/1640867__PAPER__Govindaraju__MaDE.pdf
http://dibbs18.ucsd.edu/images/submissions/1640867__PAPER__Govindaraju__MaDE.pdf
http://dibbs18.ucsd.edu/images/submissions/1640867__PAPER__Govindaraju__MaDE.pdf
http://dibbs18.ucsd.edu/images/submissions/1640867__PAPER__Govindaraju__MaDE.pdf
https://nsf.gov/awardsearch/showAward?AWD_ID=1640899&HistoricalAwards=false
http://perssongroup.lbl.gov/
http://dibbs18.ucsd.edu/images/submissions/1640899__POSTER__Dwaraknath__LSDI.pdf
http://dibbs18.ucsd.edu/images/submissions/1640899__POSTER__Dwaraknath__LSDI.pdf
http://dibbs18.ucsd.edu/images/submissions/1640899__PAPER__Dwaraknath__LSDI.pdf
http://dibbs18.ucsd.edu/images/submissions/1640899__PAPER__Dwaraknath__LSDI.pdf
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1659169&HistoricalAwards=false
http://paolini.sdsu.edu/
http://dibbs18.ucsd.edu/images/submissions/1659169__POSTER__Paolini__Parallel_Storage_Resource.pdf
http://dibbs18.ucsd.edu/images/submissions/1659169__POSTER__Paolini__Parallel_Storage_Resource.pdf
http://dibbs18.ucsd.edu/images/submissions/1659169__PAPER__Paolini__Parallel_Storage_Resource.pdf
http://dibbs18.ucsd.edu/images/submissions/1659169__PAPER__Paolini__Parallel_Storage_Resource.pdf
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1659282&HistoricalAwards=false
https://www.usd.edu/faculty-and-staff/Doug-Jennewein
http://dibbs18.ucsd.edu/images/submissions/1659282__POSTER__Jennewein__SDDS.pdf
http://dibbs18.ucsd.edu/images/submissions/1659282__POSTER__Jennewein__SDDS.pdf
http://dibbs18.ucsd.edu/images/submissions/1659282__PAPER__Jennewein__SDDS.pdf
http://dibbs18.ucsd.edu/images/submissions/1659282__PAPER__Jennewein__SDDS.pdf
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1659300 Feltus Alex Feltus CC*Data: National 
Cyberinfrastructure for Scientific 
Data Analysis at Scale (SciDAS)  

   

1659310 Quick   
(Plale) 

Rob Quick CC* Storage:  Robust Persistent 
Identification of Data (RPID)  

 Quick-
Poster 

 Quick-
White Paper 

1659367  Baldin  Ilya Baldin,      
Jonathan 
Crabtree 

CC* Data: ImPACT - Infrastructure 
for Privacy-Assured 
compuTations  

 Baldin-
Poster 

 Baldin-
White Paper 

1724728 Catlin Ann Christine 
Catlin  

CIF21 DIBBs: EI: Creating a Digital 
Environment for Enabling Data-
driven Science (DEEDS)  

 Catlin-
Poster 

 Catlin-
White Paper 

1724821  Gardner  Rob Gardner,           
Joe Breen 

CIF21 DIBBs: EI: SLATE and the 
Mobility of Capability  

 Gardner-
Poster 

 Gardner-
White Paper 

1724843  Taufer  Michela Taufer, 
Rodrigo Vargas 

CIF21 DIBBs: PD: 
Cyberinfrastructure Tools for 
Precision Agriculture in the 21st 
Century  

  

1724845  Shen  Haiying Shen CIF21 DIBBs: PD: Building High-
Availability Data Capabilities in 
Data-Centric Cyberinfrastructure  

 Shen-Poster  Shen-White 
Paper 

1724853  claffy  kc claffy,             
Amogh 

Dhamdhere 

CIF21 DIBBs: EI: Integrated 
Platform for Applied Network 
Data Analysis (PANDA)  

   Claffy-
White Paper 

1724889  Heffernan  Neil Heffernan CIF21 DIBBs: PD: Enhancing and 
Personalizing Educational 
Resources through Tools for 
Experimentation  

  

1724898  Kosar  Tevfik Kosar CIF21 DIBBs: PD: OneDataShare: 
A Universal Data Sharing Building 
Block for Data-Intensive 
Applications  

Kosar-Poster  Kosar-
White Paper 

 

A complete list of all DIBBs awards since the inception of the DIBBs program, including inactive awards 

that were not invited to the DIBBs18 workshop, is provided in Appendix 11.1.  

An alphabetical list of workshop attendees is included in Appendix 11.4. This appendix provides the 

attendees’ title and institution, the NSF award number of the project they represented, and their role on 

the DIBBs project (e.g., PI, Co-PI, etc.).  

 

3.0 DIBBs18 Welcome: Workshop Goals, Agenda Review, and DIBBs 

Project Taxonomy – Larry Smarr, Chair 

Larry Smarr (University of California San Diego), Chair of the DIBBs18 workshop, opened the meeting by 

welcoming the attendees and making a short presentation to discuss the context, objectives, and 

agenda for the workshop. He noted that ~55 DIBBs awards were made from 2013–2017, with ~50 still 

active, and most of those awards were represented at this meeting. All projects were asked to submit 

https://www.nsf.gov/awardsearch/showAward?AWD_ID=1659300&HistoricalAwards=false
http://www.clemson.edu/cafls/faculty_staff/profiles/FFELTUS
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1659310&HistoricalAwards=false
https://directory.iu.edu/person/details/rquick
http://dibbs18.ucsd.edu/images/submissions/1659310__POSTER__Quick__RPID.pdf
http://dibbs18.ucsd.edu/images/submissions/1659310__POSTER__Quick__RPID.pdf
http://dibbs18.ucsd.edu/images/submissions/1659310__PAPER__Quick__RPID.pdf
http://dibbs18.ucsd.edu/images/submissions/1659310__PAPER__Quick__RPID.pdf
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1659367&HistoricalAwards=false
https://renci.org/staff/ilia-baldine/
http://dibbs18.ucsd.edu/images/submissions/1659367__POSTER__Baldin__Impact.pdf
http://dibbs18.ucsd.edu/images/submissions/1659367__POSTER__Baldin__Impact.pdf
http://dibbs18.ucsd.edu/images/submissions/1659367__PAPER__Baldin__ImPACT.pdf
http://dibbs18.ucsd.edu/images/submissions/1659367__PAPER__Baldin__ImPACT.pdf
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1724728&HistoricalAwards=false
https://www.rcac.purdue.edu/about/staff/acc/
http://dibbs18.ucsd.edu/images/submissions/1724728__POSTER__DEEDS__.pdf
http://dibbs18.ucsd.edu/images/submissions/1724728__POSTER__DEEDS__.pdf
http://dibbs18.ucsd.edu/images/submissions/1724728__PAPER__DEEDS.pdf
http://dibbs18.ucsd.edu/images/submissions/1724728__PAPER__DEEDS.pdf
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1724728&HistoricalAwards=false
https://www.ci.uchicago.edu/profile/195
http://dibbs18.ucsd.edu/images/submissions/1724821__POSTER__SLATE.pdf
http://dibbs18.ucsd.edu/images/submissions/1724821__POSTER__SLATE.pdf
http://dibbs18.ucsd.edu/images/submissions/1724821__PAPER__SLATE.pdf
http://dibbs18.ucsd.edu/images/submissions/1724821__PAPER__SLATE.pdf
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1724843&HistoricalAwards=false
https://www.eecs.utk.edu/people/faculty/dr-michela-taufer/
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1724845&HistoricalAwards=false
https://engineering.virginia.edu/faculty/haiying-shen
http://dibbs18.ucsd.edu/images/submissions/1724845__POSTER__Shen__Data_Capabilties.pdf
http://dibbs18.ucsd.edu/images/submissions/1724845__PAPER__Shen__Data_Capabilties.pdf
http://dibbs18.ucsd.edu/images/submissions/1724845__PAPER__Shen__Data_Capabilties.pdf
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1724853&HistoricalAwards=false
https://www.caida.org/~kc/
http://dibbs18.ucsd.edu/images/submissions/1724853__PAPER__Claffy__PANDA.pdf
http://dibbs18.ucsd.edu/images/submissions/1724853__PAPER__Claffy__PANDA.pdf
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1724889&HistoricalAwards=false
http://www.neilheffernan.net/
https://nsf.gov/awardsearch/showAward?AWD_ID=1724898&HistoricalAwards=false
https://cse.buffalo.edu/faculty/tkosar/
http://dibbs18.ucsd.edu/images/submissions/1724898__POSTER__Kosar__OneDataShare.pdf
http://dibbs18.ucsd.edu/images/submissions/1724898__PAPER__Kosar__OneDataShare.pdf
http://dibbs18.ucsd.edu/images/submissions/1724898__PAPER__Kosar__OneDataShare.pdf
https://dibbs18.ucsd.edu/images/submissions/Agenda_DIBBs_2018_opening.pdf
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posters describing the objectives/results/successes for their projects and one-page white papers 

describing current and future challenges for their projects.  

All workshop information, including this report, the agenda and presentations, white papers, and 

posters can be viewed and/or downloaded at the dibbs18.ucsd.edu website.  

3.1 Review of Workshop Agenda 

The workshop agenda (Appendix 11.3) opens with a keynote speaker, Manish Parashar, Director of 

NSF’s Office for Advanced Cyberinfrastructure. Smarr noted that Dr. Parashar was, in fact, a DIBBs 

principal investigator before he became OAC Director this year, and therefore is very familiar with this 

community and their research. Following Dr. Parashar’s talk, the agenda for the 1.5-day workshop 

followed the general structure defined last year at DIBBs17, with four primary topics discussed:  

● Significant/Innovative DIBBs Results  

● Significant DIBBs Challenges/Solutions 

● Future DIBBs Challenges/Sustainability  

● Implications for Harnessing the Data Revolution (HDR)  

 

Each of these four topics were addressed first by a moderated panel discussion, followed by roundtable 

discussions (typically groups of 4–8 people) with a report-out by a spokesperson from each table to 

highlight their 2–3 primary findings. The moderators/panelists for the four panels were selected by the 

program committee (Larry Smarr, Bonnie Hurwitz, and Ken Koedinger). There were no PowerPoint 

presentations by the panelists. It was requested that all participants change seats during breaks and sit 

with people they didn’t know to facilitate diversity in the table discussions and to increase networking 

amongst the participants.  

In addition to this structure of alternating panels/roundtable discussions for the four primary topics, 

there was a 90-minute poster session followed by dinner the first evening. The second day opened with 

a recap of take-aways from the first day. The second day’s lunch included additional time for poster 

discussions and networking, and Larry Smarr (UCSD) and Amy Walton (NSF) ended the day with a wrap-

up discussion.  

NSF has recently identified 10 Big Ideas important to science, which it defines as “bold long-term 

research and process ideas that identify areas for future investments at the frontiers of science and 

engineering” [5]. One of these ten big ideas is ‘Harnessing the Data Revolution’ [6], which is closely 

aligned with the research objectives of DIBBs awardees. This area is highly likely to get increased 

attention and investment from NSF, and workshops such as DIBBs18 can provide important feedback 

from the research community to the NSF as they define their agenda and create programs/solicitations 

to harness the data revolution.  

about:blank
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3.2 Taxonomy of DIBBs projects 

After reviewing the abstracts and posters for the ~50 DIBBs awards, Smarr proposed a preliminary 

taxonomy or ontology of eight categories for the DIBBs projects. While projects may overlap categories, 

identifying the following categories provide a step towards defining commonalities and distinctions 

across the various DIBBs projects: 

● APP: Data Applications (Particles, Materials, Astro, Geo, GIS, Bio, Social, Environ, Ag, Medical, 

Sensors, Education, Psychology, Hydrology, etc.) 

● DCI: Data Cyberinfrastructure (Computing, Storage, Federation, Clouds, Networking, SDN) 

● TSP: Data Trust, Security, and Privacy 

● CUR: Data Curation (Capture, Annotation, Documentation, Archiving, Libraries, Management, 

Publishing, Quality, Validation) 

● D&E: Data Discovery and Exploration (Semantics, Ontology, Metadata, Data Mining, Web, 

Search, Visualization, Validation) 

● SHM: Data Sharing Middleware (Accessibility, Collaboration, Hubs, Repositories) 

● WFN: Data Workflows & Analytic Notebooks 

● A&A: Data Analytics and Analysis (Data-Intensive Computing, Machine Learning, NLP, Statistics, 

Simulation) 

 

All participants were then asked to self-select categories for their projects and write them down on 

charts that were posted in the display area. The results of this exercise are shown in Table 3. The left 

column lists the NSF award number and Principal’s Investigators last name (hyperlinked to the project’s 

poster or NSF award abstract), and then the following columns represent the self-selected categories 

that best characterize that project (multiple categories allowed). At minimum, this categorization can 

help DIBBs participants (and others) to identify the projects doing research in similar fields.  

 

 

Award # PI (with link) APP DCI TSP CUR D&E SHM WFN A&A 

1261582 McHenry     D&E   A&A 

1261715 Szalay APP DCI       

1261721 Nystrom  DCI      A&A 

1261727 Song APP   CUR  SHM  A&A 

1443013 Nahrstedt  DCI  CUR     

1443014 Reiter   TSP     A&A 

1443019 Chen APP  TSP  D&E SHM  A&A 

1443037 Bowring APP      WFN A&A 

1443040 Ficklin APP      WFN  

1443047 Brown APP    D&E  WFN  

1443054 Fox APP       A&A 

1443061 Angryk APP       A&A 

1443068 Koedinger APP      WFN  

Table 3: Taxonomy of DIBBs Projects (see legend for acronyms above; first column includes 

hyperlink to project poster or, if poster not available, to NSF award abstract) 

 

 

http://dibbs18.ucsd.edu/images/submissions/1261582__POSTER__McHenry__BrownDog.pdf
http://dibbs18.ucsd.edu/images/submissions/1261715__POSTER__JHU__SciServer.pdf
https://dibbs18.ucsd.edu/images/submissions/1261721__POSTER__Data_Exacell.pdf
http://dibbs18.ucsd.edu/images/submissions/1261727__POSTER__Song__GABBs.pdf
http://dibbs18.ucsd.edu/images/submissions/1443013__POSTER__T2C2-4CeeD.pdf
http://dibbs18.ucsd.edu/images/submissions/1443014__POSTER__Reiter__Social_Science_Data.pdf
http://dibbs18.ucsd.edu/images/submissions/1443019__POSTER__Chen__ISI.pdf
http://dibbs18.ucsd.edu/images/submissions/1443037__POSTER__McLean__U-series.pdf
http://dibbs18.ucsd.edu/images/submissions/1443040__POSTER__Ficklin_et_al.pdf
http://dibbs18.ucsd.edu/images/submissions/1443047__POSTER__Brown_Heterogeneous_Workflows_Gravitational_Waves.pdf
http://dibbs18.ucsd.edu/images/submissions/1443054__POSTER__Fox__SPIDAL.pdf
http://dibbs18.ucsd.edu/images/submissions/1443061_POSTER_Angryk_Solar_Astronomy_Data_Analysis.pdf
http://dibbs18.ucsd.edu/images/submissions/1443068__POSTER__LearnSphere.pdf
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1443080 Wang APP DCI    SHM   

1443083 Chourasia     D&E SHM   

1443085 Jenkins APP    D&E    

1541215 Lifka  DCI      A&A 

1541335 McKee  DCI     WFN  

1541349 Smarr  DCI       

1541450 Ludaescher  DCI    SHM   

1640575 Alter    CUR   WFN  

1640813 Kumar     D&E   A&A 

1640818 Tolone      SHM WFN  

1640829 Greenwald APP   CUR D&E  WFN  

1640831 Youssef  DCI  CUR     

1640834 Rodero APP DCI    SHM  A&A 

1640840 Schadler    CUR D&E    

1640864 Kennedy    CUR   WFN  

1640867 Govindaraju APP       A&A 

1640899 Persson APP DCI       

1659169 Paolini APP DCI       

1659282 Jennewein  DCI       

1659310 Quick    CUR D&E    

1659367 Baldin  DCI TSP      

1724728 Catlin  DCI    SHM WFN A&A 

1724821 Gardner APP DCI    SHM   

1724843 Taufer APP      WFN A&A 

1724845 Shen  DCI    SHM   

1724853 claffy APP    D&E    

1724889 Heffernan APP        

1724898 Kosar  DCI    SHM   

 

4.0 Keynote Talk and Discussion 

4.1 NSF Big Ideas, HDR, and the Cyberinfrastructure Ecosystem – Manish 

Parashar, NSF OAC Director 

Manish Parashar opened his talk by thanking Amy Walton and Larry Smarr for organizing this workshop, 

and all the attendees for their participation. His presentation had four components: updates on 

NSF/OAC, emerging science and the role of cyberinfrastructure, future directions for OAC including 

‘Harnessing the Data Revolution,’ and concluding remarks.  

4.1.1 Updates on NSF/OAC 

NSF’s mission is “To promote the progress of science; to advance the national health, prosperity, and 

welfare; to secure the national defense...”. While we are familiar with the first component, it is 

http://dibbs18.ucsd.edu/images/submissions/1443080__POSTER__Wang__Spatial_Data_Synthesis.pdf
http://dibbs18.ucsd.edu/images/submissions/1443083__POSTER__SeedMe-Amit-Chourasia.pdf
http://dibbs18.ucsd.edu/images/submissions/1443085__POSTER__ThessenDuerr__MLP_Machine_Learning.pdf
http://dibbs18.ucsd.edu/images/submissions/1541215__POSTER__Aristotle_Cloud_Federation.pdf
http://dibbs18.ucsd.edu/images/submissions/1541335__POSTER__OSIRIS.pdf
http://dibbs18.ucsd.edu/images/submissions/1541349__POSTER__Smarr__Pacific_Research_Platform.pdf
http://dibbs18.ucsd.edu/images/submissions/1541450__POSTER__Whole-Tale.pdf
http://dibbs18.ucsd.edu/images/submissions/1640575__POSTER__Alter__c2Metadata.pdf
http://dibbs18.ucsd.edu/images/submissions/1640813__POSTER__Kumar__MProv.pdf
http://dibbs18.ucsd.edu/images/submissions/1640818__POSTER__Talukder__VIFI.pdf
http://dibbs18.ucsd.edu/images/submissions/1640829__POSTER__Greenwald__Navagational_Data_Management.pdf
http://dibbs18.ucsd.edu/images/submissions/1640831__POSTER__Cuff__NESE.pdf
http://dibbs18.ucsd.edu/images/submissions/1640834__POSTER__Parashar_Virtual_Data_Collaboratory.pdf
http://dibbs18.ucsd.edu/images/submissions/1640840__POSTER__Schadler__Ontology.pdf
http://dibbs18.ucsd.edu/images/submissions/1640864__POSTER__Kennedy__Vizier_DB.pdf
http://dibbs18.ucsd.edu/images/submissions/1640867__POSTER__Govindaraju__MaDE.pdf
http://dibbs18.ucsd.edu/images/submissions/1640899__POSTER__Dwaraknath__LSDI.pdf
http://dibbs18.ucsd.edu/images/submissions/1659169__POSTER__Paolini__Parallel_Storage_Resource.pdf
http://dibbs18.ucsd.edu/images/submissions/1659282__POSTER__Jennewein__SDDS.pdf
http://dibbs18.ucsd.edu/images/submissions/1659310__POSTER__Quick__RPID.pdf
http://dibbs18.ucsd.edu/images/submissions/1659367__POSTER__Baldin__Impact.pdf
http://dibbs18.ucsd.edu/images/submissions/1724728__POSTER__DEEDS__.pdf
http://dibbs18.ucsd.edu/images/submissions/1724821__POSTER__SLATE.pdf
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1724843
http://dibbs18.ucsd.edu/images/submissions/1724845__POSTER__Shen__Data_Capabilties.pdf
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1724853
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1724889
http://dibbs18.ucsd.edu/images/submissions/1724898__POSTER__Kosar__OneDataShare.pdf
https://dibbs18.ucsd.edu/images/submissions/2018-parashar-dibbs-07-18.pdf
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important to remember the other two elements of the mission statement – and that cyberinfrastructure 

is central to all the three components of NSF’s mission.  

Despite the administration’s proposed ~11% reduction for FY18, the congressional budget appropriation 

increased NSF’s budget by ~4% ($300M) over FY17, the second largest increase in 15 years (not counting 

the American Recovery and Reinvestment Act). NSF’s FY19 budget request reverts to FY17 levels, and it 

remains to be seen what level the appropriations will be. The FY19 request includes significant funding 

for NSF’s 10 Big Ideas (Figure 1), which NSF Director Frances Cordova describes as representing “… bold 

questions that will drive NSF’s long-term research agenda – questions that will ensure future 

generations continue to reap the benefits of fundamental science and engineering research”. All of 

these Big Ideas represent challenges and opportunities for cyberinfrastructure. New proposed 

investments of particular interest include $30M each for six Big Research Ideas, including Harnessing the 

Data Revolution (HDR) and the Future of Work at the Human Technology Frontier (FW-HTF), $60M for 

Mid-scale Infrastructure, and $60M for Convergence Accelerators for inter-disciplinary and translational 

research (to be managed by NSF’s Office of Integrative Activities in collaboration with the seven 

directorates).  

 

Figure 1: The NSF Big Ideas (from Manish Parashar) 

NSF is also part of the inter-agency National Strategic Computing Initiative (NSCI), “a multi-agency effort 

to maximize the benefits of High Performance Computing (HPC) for scientific discovery and economic 

competitiveness.” Some of CISE’s investments in support of NSCI include High Performance Computing 

(HPC), Scalable Parallelism in the Extreme (SPX), Quantum Leap Big Idea, and Cyberinfrastructure for 

Sustained Scientific Innovation (CSSI) – Software.  

The OAC currently has eight program directors, organized in Computing, Data, Software, 

Networking/Security, and Learning and Workforce Development; the office is always looking for 
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program directors, including rotators from academia (e.g., those in the audience). While CISE and OAC’s 

budget have been relatively flat over the last seven years, it is important to note that OAC’s budget has 

been sustained throughout the significant organizational changes for the office during these years. 

The OAC seeks to “foster a cyberinfrastructure ecosystem to transform computational- and data-

intensive research across all of science and engineering.” Its programs include research into 

cyberinfrastructure, as well as cyberinfrastructure that enables research across all domains. Major 

programs include resources and services from campus- to national-scale (MRI, Track 1 and Track 2 HPC, 

XSEDE, etc.), the recent Cyberinfrastructure for Sustained Scientific Innovation (CSSI) program that 

merges the previous DIBBs and Software Infrastructure for Sustained Innovation (SI2) programs, 

networking programs such as Campus Cyberinfrastructure (CC*) and others, and Learning and 

Workforce Development programs.  Specific programs related to Data Cyberinfrastructure include DIBBs 

(now integrated into CSSI), the CC* collaborations, Earthcube, and the ongoing Major Research 

Instrumentation (MRI) program.  

4.1.2 Emerging Science and the Role of Cyberinfrastructure  

The role and scale of cyberinfrastructure in supporting science is evolving and growing, from ‘long-tail’ 

research to new instruments, such as the Large Hadron Collider, Ocean Observatories Initiative, and the 

Large Synoptic Survey Telescope, that push the limits of capabilities. And the nature of applications is 

changing from simple computing/storage towards workflows, analytics, and visualization.  The 

technology landscape is rapidly evolving in both hardware and software, and there are new concerns 

such as reproducibility, energy consumption, and cybersecurity. Many new major NSF facilities are 

coming online soon, all producing large amounts of data, and their success depends on robust, reliable 

cyberinfrastructure.  

To help map out future directions for NSF in supporting the evolving cyberinfrastructure (CI) 

requirements of the science and engineering community, NSF recently issued a Request for Information 

(RFI) on ‘NSF CI 2030’ and published the more than 130 responses received [7]. The common needs 

expressed across science and engineering domains were: 

● Advanced computing, including on-demand computing. 

● Data science and management, including big data and machine learning,  

● Multi-source streaming data, including the Internet of Things,  

● Secure access, dynamic and high bandwidth workflows,  

● Software, and  

● Training and workforce development.  

 

In addition to the RFI, NSF convened a workshop in May 2018 to discuss how to evolve the CI landscape 

(report not yet published).  

There are three over-arching guiding principles in realizing a CI ecosystem to transform science.  

● Realize a holistic and integrated CI aimed at transforming science.  
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● Support the translational research continuum … ensure things go “up the arc.”  

● Tightly couple the cycles of discovery and innovation, including domain scientists, CI specialists, 

and technologists.  

 

OAC just announced a new Research Core Program NSF 18-567 [8], with proposals due November 2018 

for maximum awards of $500K. The emphasis is on translational research, spanning design to practice, in 

areas such as architecture and middleware for extreme-scale systems, scalable algorithms and 

applications, and advanced cyberinfrastructure ecosystems.  

4.1.3 Future Directions for OAC 

Harnessing the Data Revolution (HDR), one of NSF’s 10 Big Ideas, is clearly of interest to the DIBBs 

community. There are three dimensions within HDR: Research across all NSF directorates (theoretical 

foundations, systems foundations, data-intensive research), educational pathways, and advanced 

cyberinfrastructure. It is critical to address data challenges (e.g., machine learning, provenance, security, 

ethics, storage, etc.) in the context of domain science and engineering challenges (including some of 

NSF’s Big Research Ideas). HDR requires systems and algorithms (e.g., Open Knowledge Network, Model 

Commons), foundations (e.g., Transdisciplinary Research in Principles of Data Science (TRIPODS), 

cyberinfrastructure (e.g., facilities, services, expertise), and learning and workforce development (e.g., 

training materials, boot camps, and data science REU and postdoc opportunities).  

LIGO’s recent detection of gravitational waves, which resulted in a Nobel Prize, relied extensively on a 

cyberinfrastructure ecosystem that was largely supported by NSF/OAC, from advanced computing 

resources to workflow and data management systems to high-speed networking to software 

applications. While much of that CI ecosystem was built “piecemeal,” this success illustrates the critical 

role of a robust cyberinfrastructure in enabling big science.  

OAC has made a number of investments in data infrastructure over the years, illustrated in Figure 2 

below. (This figure was a result of the DIBBs17 workshop, where OAC displayed a preliminary work-in-

progress architecture at the DIBBs17 poster reception, and each PI attached a DIBBs project sticker to 

this poster so that NSF and the DIBBs community could see where investments have been made to 

date.) While these programs are generally funded separately and only informally coordinated, 

collectively they represent significant capabilities. 

4.1.4 Concluding Remarks  

Parashar wrapped up by posing questions for the Data CI community, stating that the goal is to have 

FAIR (findable, accessible, interoperable and reusable) [9] data, as part of an integrated CI ecosystem, as 

a modality for S&E investigation and discovery. Questions to be asked in this context include  

● How do data (and other CI) services come together to achieve this goal?  

● What is the role of commercial services?  

● How do we make these services sustainable? How do we sustain them?  

● How do we ensure robust data-driven science?  

● How do be ensure that we have a trained workforce? 
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Finally, he challenged the audience to help build a holistic and integrated cyberinfrastructure ecosystem 

aimed at transforming science.  

 

 

4.2 Question and Answer Session  

Bhavani Thuraisingham (University of Texas, Dallas) asked whether the MRI program has moved to OAC.  

Parashar: The MRI program is run out of the Office of Integrative Activities (OIA), but all directorates 

are part of the program (including CISE and OAC), and decisions are made collectively.   

Michela Taufer (University of Tennessee Knoxville) expressed her perception that the opportunities to 

work with OAC have narrowed over time. For example, the DIBBs and SI2 programs are now merged to 

CSSI. This trend can reduce not just funding, but also opportunities for collaborations.  

Parashar: The merger of DIBBs and SI2 should not reduce the opportunities for collaboration. In fact, 

it allows one to think of things in a more integrative and holistic way.  

Hsinchun Chen (University of Arizona) inquired about the role of OAC in new programs and the relatively 

new term for NSF ‘translational research.’ He said that in the past, the MRI program appeared to be only 

for major instrumentation for science and engineering, not computer science (CS) research. There is the 

CISE Research Infrastructure (CRI) program for CS research, but it is difficult to educate MRI reviewers 

that ‘instruments’ are not just physical things. Secondly, Chen said he sees the ‘translational’ buzzword 

being used more often, but traditionally this has been a term used in the health sciences community, 

while NSF emphasizes ‘transformational’ research. 

Figure 2: OAC Data Infrastructure Investments  

(with DIBBs projects added by DIBBs PIs during DIBBs17 workshop). 
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Parashar: Regarding the MRI and CRI programs, CRI is a program in CISE/CNS for 

instrumentation specifically to enable CS research. MRI is a broader program looking for 

instruments to support research across NSF; this can include CS research but is generally looking 

for a broader, cross-disciplinary impact.  

The term transformational refers to the impact of the research. Using the term translational 

research is motivated by positioning OAC’s role as part of broader ecosystem. It is inspired by 

translational research in medicine – bench-to-bedside. For example, one can take foundational 

research and get it to point where it can have an impact on other science and engineering 

disciplines.  

Cate Brinson (Duke University) noted that Parashar had mentioned a national Data CI backbone and 

asked whether part of this exists or is this the hope of what will come out of programs?  

Parashar: It’s a concept now. How do you bring pieces together? This is an area where NSF is 

looking for community input.  

Martin Greenwald (MIT) noted that he perceives “islands of excellence” – software, applications, etc., 

and it is hard to see the path towards integration. He wanted to know what NSF’s aspirations/plans are 

for providing more standardization without inhibiting innovation.  

Parashar: This is part of reason NSF is thinking about the “translational arc.” As one moves up 

the arc, there are only so many sustained investments that NSF can support. The decisions need 

to be use-driven and community-based.  

It was interesting to hear about issues that arose during recent seismic activities in Alaska. Many 

different instruments were already deployed that could be exploited for some promising 

research. But people quickly realized it would take a postdoc many months just to start 

integrating the diverse data. This process needs to be easier.  

5.0 Significant/Innovative DIBBs Results 

 Significant/Innovative DIBBS Results is the first of four focus topics for the workshop. Each of these 

focus topics first had a discussion by panelists with prepared comments (but no PowerPoint slides) and a 

question-and-answer period, followed by ~45-minute, parallel roundtable discussions with brief report-

outs by representatives from each table. (As described earlier, all participants were requested to change 

tables during breaks to facilitate diversity in the table discussions and to increase networking 

opportunities.) In practice, the discussions were wide-ranging, especially the table discussions, and the 

comments in each section are not restricted to the nominal focus topic. This report relays the actual 

discussions, not edited for conformance with the nominal topic. 

It should be noted that in addition to the panel/table discussions documented in the next section, more 

comprehensive, project-by-project descriptions of significant/innovative results are available in the 

project posters referenced in Table 2 and available at the website (dibbs18.ucsd.edu).  

https://dibbs18.ucsd.edu/
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5.1 Panel Discussion  

5.1.1 Victor Pankratius (Massachusetts Institute of Technology), panelist 

Victor Pankratius outlined his DIBBs project (An Infrastructure for Computer Aided Discovery in 

Geoscience, #1442997), as well as his ideas for possible future work.  His research in computer-aided 

discovery aims to infuse domain knowledge – from areas such as geology, astronomy, etc. – into 

machine learning to enhance the scientific discovery process. The project also facilitates scientific data 

access by providing application programming interfaces (APIs) to directly access data in Python through 

Pandas data frames. Users can leverage the Scikit Data Access package to easily work with data from 

sources like NASA, U.S. Geological Survey (USGS) and other providers. This DIBBs framework also 

facilitates data fusion.  

Pankratius said he would propose adding an eleventh idea to NSF’s 10 Big Ideas: Can you make a 

machine win a Nobel Prize? This question could represent a challenge for the entire community, like the 

moon landing goal.  What would be required in terms of infrastructure/algorithms to accomplish this? In 

particular, the community would need to make more progress on the inference part of AI, not just on 

the feature detection part, in order to be able to derive complete ‘theories’ from data. Researchers 

would need to collaborate in cross-disciplinary research to accomplish this goal. Pankratius said he may 

organize a workshop on this topic and invited interested people to contact him at pankrat@mit.edu. 

5.1.2 Camille Crittenden (University of California Berkeley), panelist  

The Pacific Research Platform (PRP) (award #1541349) was one of the earlier DIBBs awards (2015). The 

philosophy behind the project is to pull two elements together – technology development and science 

engagement. The objective is to stitch together a networking infrastructure across Science DMZs – 

bringing them together to create high-speed unfettered capacity to move data amongst participating 

institutions. The PRP has already done this with UC schools and other California institutions, and is 

working to extend this capability with the National Center for Atmospheric Research (NCAR), other US 

institutions, and international partners.  

The technology development within the project has been quite successful. Flash I/O Network Appliance 

(FIONA) boxes have been deployed as data-transfer nodes (DTNs) across a large number of partners. The 

next iteration of hardware advancement will leverage the CHASE-CI program (NSF award #1730158), 

bringing in GPUs to systems that could be used for machine learning, and larger-scale storage 

capabilities within the FIONA boxes. The team is using Kubernetes to create a distributed infrastructure 

of spinning-disk storage (Nautilus cluster) and is developing dashboards and visualizations to monitor 

network performance. 

The second element of the program is science engagement – talking with domain researchers to bring 

them in as users of the high-speed networking capabilities and working with them to integrate this 

capability into their domain applications. The science engagement team has been working with 

researchers in genomics, astronomy, earth sciences, virtual reality/high-res video, and social sciences. 

This process requires a large number of multi-disciplinary experts to collaborate together. A recent 
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application of the PRP is the WIFIRE project (NSF award #1331615) led by Ilkay Altintas (UCSD) to build 

end-to-end cyberinfrastructure for real-time, data-driven simulation, prediction, and visualization of 

wildfire behavior. 

The PRP held a workshop with the Corporation for Education Networks in California (CENIC) in August 

2017 called the National Research Platform, to examine applications and approaches for scaling up the 

regionally-focused PRP to a national/international capability. A second workshop on this topic will be 

held August 6-7, 2018 in Bozeman, Montana.  

5.1.3 Ken Merz (Michigan State University), panelist  

Ken Merz is working on the Open Storage Research Infrastructure (OSiRIS) (award #1541335) DIBBs 

project. The goal is to deploy a Ceph-based multi-petabyte distributed storage system across Michigan 

institutions (MSU, University of Michigan, Wayne State University, and the Van Andel Institute in Grand 

Rapids). The hardware builds on low-cost commodity hardware. There are deploying perfSONAR 

instances at each institution. Access is provided by the institutions’ own authentication mechanisms. A 

specific application is to try to transition genomics researchers at the Van Andel Institute from 

distributing data by mailing hard disks to using network transfers. Working with domain science users on 

this project has seen mixed results – some thought that this new capability was great while others had 

some resistance to changing processes that “already worked.” This experience within their own state 

may well reflect how these transitions will develop for new capabilities within a larger-scale national 

cyberinfrastructure. 

5.1.4 Hsinchun Chen (University of Arizona), moderator 

Hsinchun Chen is the PI for DIBBs for Intelligence and Security Informatics Research and Community 

(award #1443019). The project addresses security informatics. This was not a particularly ‘big data’ 

problem until ~2012 when the retail store Target experienced a major data breach, and later Yahoo had 

a large-scale breach. While much of this type of work is funded by national security organizations, this 

work is more basic computer science – e.g., data mining and dealing with multi-language challenges. A 

major accomplishment is that they have created perhaps the largest collection of security informatics 

data in the open-source academic world. This data can be made available to researchers, and it consists 

of several terabytes of data from 87 countries. Text mining using this collection is unique in this project. 

In terms of the broader community, people from computer science, social science and criminology have 

utilized this data collection, and it provides an opportunity for multi-disciplinary research. 

This is the fourth year of the project. In terms of lessons learned, some academic areas like machine 

learning are not stationary, and it is important to keep up with rapidly evolving technologies. Also, more 

recently, EU data privacy policies are having a real impact on the collection and use of potential data 

sources.  

5.1.5 Panel-Audience Discussion  

Bhavani Thuraisingham (University of Texas Dallas) is a Co-PI with Chen on the security informatics 

project. She noted that getting permission to capture certain data in the database has been a significant 
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challenge for the project. She also highlighted that a student recently got a best paper award at a 

conference where he presented his work on the project. 

Bonnie Hurwitz (University of Arizona) had a comment for response by the entire panel. She said that 

higher levels of abstraction are needed – moving beyond machine learning to knowledge base and trying 

to unite datasets that were not originally developed to be used together. For example, a researcher may 

be working in one area. but recommendation algorithms could point the researcher to other datasets 

that may be of interest.  

Pankratius: There is work in this field, like Amazon’s ‘recommend you buy’ algorithms, and it 

would be great to bring this to more areas in science. Techniques are still in their infancy for 

some scientific problems and data sets. There is work in semantic annotations of datasets that 

could assist recommendation systems. However, careful assessment of the requirements for 

such scientific recommendation systems is critical. Pankratius had some skepticism of where this 

might lead specifically in situations where requirements are unclear – if you don’t know where 

you’re going to go, there will be lots of “graveyards for annotations.” because annotations might 

have been made for the wrong purpose.  Another possibility to enhance scientific recommender 

systems would be to raise the level of abstraction and include higher-level features e.g., in 

images, time series, processing workflows, etc. when learning recommendations. If we have a 

better understanding of these features, it would help in automating transfer learning of 

recommendations from one field to another. 

Crittenden: The PRP is working with Jeff Weekly (University of California Merced) to combine 

image recognition and machine learning techniques that have been used to detect changes in 

astronomy data, and to apply these approaches to human medical applications.  

Merz: The example was mentioned earlier of correlating multiple data sources related to seismic 

activity. One problem is just getting data in one location. This is where a national data 

infrastructure can be very useful, whether it is based on OSIRIS or other approaches.  

Santosh Kumar (University of Memphis) mentioned that there are lots of data privacy violations, not just 

data breaches.  

Chen: The biggest group dealing with privacy data is the group at Carnegie Mellon University. 

This is one element of security informatics.  

Thuraisingham:  Her research group has not looked at privacy within the DIBBS project (with PI 

Chen), but has looked at data privacy under other projects.  

Jeff Weekly (UC Merced) noted that there is a group called Science Moms that do science 

communication. One of them said “There are a lot of prominent voices that are anti-science that get a 

lot of air time, but there’s been historical reluctance by scientists to take a stand and speak.” He asked if 

perhaps Camille Crittenden, with her experience in science engagement, could comment on the 

challenges in getting scientists to tell their stories.  
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Crittenden:  It is important to translate what is done in our scientific careers to communication. 

It would be great to get people that believe in science and data-driven results to communicate 

to others outside science. It’s also important to inculcate this mindset in the next-generation of 

students.  

5.2 Roundtable Discussions - Report Outs 

Participants at nine roundtables had discussions for ~45 minutes, with the nominal focus topic of their 

most significant/innovative DIBBs results. A representative from each table then provided a brief report, 

with 2–3 key points, and these are summarized here. Note that there may be redundancy in points 

noted independently by each table; these were not edited in order to reflect the likely priority of that 

point.  

5.2.1 Table spokesperson Kenton McHenry (University of Illinois, Urbana-Champaign) 

Kenton McHenry reported that, in terms of wins from the DIBBs efforts, it was good to see that 

researchers have built things from various efforts that were generalizable beyond the communities for 

which they were originally targeted. There are lessons learned, e.g. from discussions in CIF21, such as 

don’t follow a “build it and they will come” mentality, but rather get input from the communities we 

intend to serve. That will create a focus on those communities, rather than a generalization to all, which 

is key to sustainability of the efforts. McHenry also said that a broader exposure for what’s been done in 

DIBBs – with help from NSF – is also needed. Can you go someplace and know what the 55 DIBBS 

projects are doing without reading 55 abstracts? EarthCube has started doing this. His group felt it 

would be great to be able to easily access information about what is happening in NSF DIBBs awards, 

leverage that knowledge in future proposals/research (and not reinvent wheels), find tools, try them 

out, and have exposure to what’s already been done. This sort of access would be a win as well as a 

challenge.  

5.2.2 Table spokesperson Scott Yockel (Harvard University) 

This group talked not about big data, but rather small data. There are lots of smaller datasets, typically 

not in core science areas, but more in human/social sciences. They suggested there could be some sort 

of pre-analysis screening, such as an artificial intelligence (AI) algorithm that would show what would be 

appropriate usage for these datasets.  

A related second point was that there are simply lots of different datasets, even just from within NSF. 

Recently NSF took a step to set up a publication/repository for datasets. The next step would be to 

require that there be a registry of datasets, for example as a part of a grant’s Data Management Plan, 

with a minimal set of metadata, and people could have federated access to this information.  

5.2.3 Table spokesperson Christopher Paolini (San Diego State University) 

The table discussed two primary areas: Artificial Intelligence (AI) models and interoperability. For the 

first topic, the group focused on how can we explain and evaluate various AI models, specifically 

explanatory models that would provide scientific explanations for problems, not just predictive models. 

It would be good for AI to generate algorithms that can explain how to solve problems. 
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Their second topic was interoperability with respect to both tools and data. Regarding data, it was 

stated that we need new strategies for data interoperability, best practices on how to represent data so 

it can be shared across different domains, and the means to encourage development of data 

dictionaries that can be enforced on datasets.  

With respect to interoperability of tools, there are lots of tools out there, but how can we interconnect 

these tools to develop larger integrated systems? NSF has two motivations:  foundational (component 

scale) and translational (system scale); we should shift the balance from component focus towards more 

system usage.  

5.2.4 Table spokesperson Ilkay Altintas (University of California San Diego) 

There were two main categories for the table’s discussion:  Systems skills and software life cycle.  

First, there is a need for systems skills, such as integrating tools into other systems/solutions. This was 

mentioned by the last table and is a strong suggestion from the panel discussion – make sure tools are 

part of systems solutions. To facilitate this, we need tools that are built for interoperability from the 

beginning.  

The second area concerns the software life cycle and the distinctions between the terms ‘sustainable’ 

versus ‘sustained.’ The term ‘sustainable’ focuses on the software development model, while ‘sustained’ 

focuses on the business model. We need training in these areas, not just software developers, but also 

sustained development. Related to this, we need to develop domain stakeholder development models, 

because sustaining a project requires stakeholder adoption. One suggestion for this is that perhaps the 

next DIBBs PI meeting could include domain stakeholders.  

5.2.5 Table spokesperson Cate Brinson (Duke University)  

The table’s discussion addressed how to make things easier for and how to motivate domain experts to 

use data cyberinfrastructure informatics/tools. Three issues were identified:  

● Develop a meta ontology for cyberinfrastructure, such as a catalog similar to what the first table 

mentioned (see Section 5.2.1). This would include a definition of tools, methods, and semantics 

to explain how to use the tools.  

● Develop an icon-level coding ability to implement workflows to make them more accessible for 

domain users. This could include any steps within workflow, such as “Lego robotics.”  

● Label tools with a domain user readiness level. How ready is a tool for a certain type of user? 

Lowest level would be usable only by hardcore CS people, while the highest level of readiness 

would be accessible to a domain user.  

5.2.6 Table spokesperson Vasant Honavar (Penn State University) 

There was some overlap with points that other tables already made.  

This group’s discussion centered around the fact that different tools are being developed, but are not 

necessarily being used. Education and outreach can help this, but in order for software to be reusable, 
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we need the right abstractions on the functionality of software, as well as its performance. Those 

abstractions should be both human and machine readable. 

A second topic discussed was the fact that a lot of cyberinfrastructure tools will be used by people. If 

you want to address the human interaction element well, you need abstractions/models on how people 

will interact with the software that’s being developed. This is an area that is under-studied; most people 

in this field are focused on the design of the human interface (not usage).   

5.2.7 Table spokesperson Geoffrey Fox (Indiana University) 

This group made several process-related points. For example, how do you scale up results from DIBBs 

and other types of data developments? The group pointed out that in genomics, it is not at all obvious 

that there are enough resources/processes capable of analyzing the amounts of data that could be 

produced; the requirements/resources gap could be as high as a factor of 100.  

In addition, the relationship between industry and academia needs to be considered. There have been 

dramatic changes in research capabilities over the last five years. Research in industry is much more 

important than it used to be, creating a change in the balance of research opportunities. Many students 

are leaving academia to work in industry jobs before obtaining official degrees; staff and faculty are 

leaving for industry as well. Maybe the bubble will burst, maybe not. However, this change in dynamic 

ought to be recognized, because as more students leave, we lose key people.  

5.2.8 Table spokesperson Mike Rippin (Johns Hopkins University)   

This table discussed more programmatic themes with some overlap with other table report-outs.  

The first point was that the DIBBs program has issued about 50 awards over the last five years, with 

projects doing similar things, and there are lots of synergies and overlap between projects. However, 

project teams don’t feel like they know well enough what each other is doing. How can the NSF 

encourage more collaboration? The current DIBBs meeting is definitely a good step that provides an 

opportunity to learn through the poster presentations what’s going on at other institutions. What else 

can be done to maximize learning about what DIBBs projects are doing that can help each other?  

The second topic the group discussed was sustaining the efforts, which was mentioned by other groups, 

but looked at from a slightly different angle. Most NSF projects are supposed to have a sustainability 

plan, but there isn’t real help to get there. How can NSF better support that process to develop effective 

sustainability plans? For example, are there past examples of effective sustainability plans, and has NSF 

looked at examples of sustainability success that others could learn from?  

5.2.9 Table spokesperson Shyam Dwaraknath (Lawrence Berkeley Laboratory)  

This table developed a grand unifying theory (in 45 minutes): Workflows are a major component of what 

we do, with the motto “Everything is data.” 

First, there is a big push to document workflows, regardless of domain, and lots of tools are required to 

do that. When integrating workflows into domain sciences that don’t have good ontologies, it’s 
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necessary to develop those ontologies that are then required for machine learning and higher-level data 

analytics.  

Second, there is a broad range of expertise for research groups in building workflow systems for domain 

areas. Some groups have all the different areas of expertise necessary, but there are also groups that 

are too small or don’t have sufficient expertise and need someone else to help develop tools. If all these 

groups can be brought into the process, then workflows can more consistently be used to document the 

science.  

Third, how do you take a workflow and document how good it is? It is necessary to tag workflows with 

this sort of metadata. (Also see comment in Section 5.2.5 about domain user readiness level.) 

Finally, we should bring every institution up to speed, not just high-end R1 universities, with the goal of 

enabling every institution that wants to do research. There should be the ability to build not just 

workflows but basic data infrastructure and eventually publish into a system so that one could basically 

reproduce the scientific research. 

6.0 Significant DIBBs Challenges/Solutions 

Significant DIBBs Challenges/Solutions is the second of four focus topics for the workshop. In addition to 

the panel and roundtable discussions documented in this section, more comprehensive project-by-

project descriptions of DIBBs Challenges/Solutions are available in the project white papers, available via 

links in Table 2 or at dibbs18.ucsd.edu.   

6.1 Panel Discussion  

6.1.1 Kyle Chard (University of Chicago), panelist 

Chard is working on the Whole Tale DIBBS project (award #1541450). The Whole Tale project extends 

the concept of data publication to a more comprehensive computational reproducibility. They are 

developing an infrastructure that allows researchers to capture both data and computational 

environments that are used in the course of their research, packaging these into a ‘tale’ – including raw 

and intermediate data, computational environment, and analysis tools.  This tale can then be published, 

and others can evaluate or reproduce the comprehensive methodology. The project builds on many 

other tools developed under DIBBs and other programs.  

In terms of challenges and solutions within their project, several points were covered in the roundtable 

discussions summarized in Section 5.2. For example, data and tool interoperability are key challenges, as 

well as discovering what other relevant tools and research are already out there. The project is doing 

container orchestration, and there is the potential of sharing that work. Also, there are opportunities to 

share domain-based stakeholder interactions/requirements.  

https://dibbs18.ucsd.edu/
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6.1.2 Linda Schadler (Rensselaer Polytechnic Institute), panelist 

Schadler and her team, including Co-PI Cate Brinson from Duke University, are developing Nanomine, an 

‘Ontology-enabled Polymer Nanocomposite Open Community Data Resource’ (award #1640840). If one 

searches now for nanocomposite materials, one gets a lot of pdf files. The project’s objective is to get 

data into a large, FAIR (findable, accessible, interoperable, and reusable) dataset, with tools to ingest 

new publications and extract data. To help illustrate the value of a common dataset, the project is trying 

to recruit researchers for a special journal issue where all authors will deposit data into Nanomine.  

Challenges:  Based on the discussions heard at the meeting, there are a lot of people working with large 

datasets. In contrast, the Nanomine team is building up a lot of little datasets into a large dataset. 

Interoperability is a major challenge. Even data from various fields within materials science is often not 

interoperable.  In addition, there are constantly changing platforms, systems, and ontologies. It is hard 

to get to a state where there is consensus on “this is what people will use.” Another challenge is that 

NSF funding is targeted primarily to researchers; developing coding and practical tools for the broader 

community is not the type of proposal that often wins at NSF.  

Solutions: First, there needs to be a conscious connectivity between projects; for example, the National 

Institute of Standards and Technology (NIST) is specifically developing a platform for materials research. 

Second, longer funding periods are important; as a domain expert, it takes a long time to transition from 

concepts to implementation to adoption. Third, for sustained cyberinfrastructure projects, there needs 

to be a culture change within research funding agencies – while agencies may be used to funding people 

to run an instrument, they are less accustomed to funding people to operate cyberinfrastructure.  

6.1.3 K.C. Claffy (Center for Applied Internet Data Analysis), panelist 

Claffy, Amogh Dhamdhere, Alberto Dainotti, and the Center for Applied Internet Data Analysis (CAIDA) 

group are developing the Integrated Platform for Applied Network Data Analysis (PANDA) (award 

#1724853). For the last 20 years CAIDA has developed many data-focused services, products, tools and 

resources to advance the study of the Internet. In response to feedback from research communities who 

have used or expressed interest in using CAIDA’s data, they are undertaking an ambitious integration of 

existing research infrastructure measurement and analysis components previously developed by CAIDA 

into a new Platform for Applied Network Data Analysis (PANDA). Their goal is to enable new scientific 

directions, experiments and data products for a wide set of researchers from four targeted disciplines: 

networking, security, economics, and public policy. They will emphasize efficient indexing and 

processing of terabyte archives, advanced visualization tools to show geographic and economic aspects 

of Internet structure, and careful interpretation of displayed results. They will support multiple levels of 

access to the platform, from API access to specified raw and curated data, to a browser-based science 

gateway that supports flexible usage by a broader community of researchers, who may want to bring 

their own tools and data to use in conjunction with resources shared by CAIDA. 

Challenges: Some of these existing infrastructure components are old and not designed for current HPC 

and technologies. Certain skill sets are necessary to adapt these software components to use HPC 

resources, including remote HPC systems. CAIDA has already benefited from the Science Gateway 
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Community Institute (SGCI), which provided them with short-term web development expertise to help 

re-architect one of the interactive data analysis components (http://as-rank.caida.org).   Another 

daunting challenge is the systems complexity in trying to “merge” five independent platforms.  Their 

approach has been to start with just tying two components together, but with a concerted effort to 

consider “future proofing” the design with the other components specifically in mind.  This approach has 

thus far kept the complexity manageable. 

6.1.4 Christopher Paolini (San Diego State University), panelist 

Paolini’s DIBBs award (#1659169) was one of the 2015 awards when the DIBBs and the Campus 

Cyberinfrastructure (CC*) programs had a unified solicitation; the project is to acquire and install a 2.4PB 

parallel storage system for high-performance computing in support of climate science data that the 

group is capturing from multiple sources. They need a storage system that can support parallel I/O, and 

can improve runtime performance of I/O-bound simulations.  

Challenges:  The first challenge is how to develop a storage cyberinfrastructure that can render 

petabyte-scale data. Second, they needed a distributed storage infrastructure that would support 

distributed computational resources. Third, while they are working with the Pacific Research Platform 

and are achieving high-speed network data transfers, Paolini sees requirements that go well beyond the 

current ~100 Gbps high-end networks up to 400/1600 Gbps networking bandwidth.  

6.1.5 Ilya Baldin (Renaissance Computing Institute), moderator 

Baldin and Jonathan Crabtree’s (University of North Carolina) DIBBs project, ‘An Infrastructure for 

Privacy-Assured compuTations (ImPACT)’ (award #1659367), is to develop techniques and methods 

enabling analysis of privacy-sensitive data.  The focus is on social science datasets, and they started the 

project by talking with social scientists and defining several use cases.  

Challenges: A significant challenge is simply discovery of privacy-restricted data; to make it discoverable, 

one needs to release certain attributes that describe the data contents, but how is that properly treated 

for data that has privacy restrictions?  There are well-understood techniques for building enclaves for 

protecting privacy; but while you can build a network perimeter, those techniques make it more difficult 

to use general cyberinfrastructure. Another challenge is secure multi-party computations – for multiple 

privacy-sensitive datasets, how do you do multi-dataset computations across security agreements?  

They are working on technologies that automate the process of fulfilling data-use agreements and 

translating those to actionable policies.  

6.1.6 Panel-Audience Discussion  

Moderator Baldin asked panelists Schadler and Claffy about the issue of building data dictionaries, 

specifically the people dimension and getting mindshare of the community to actually use these 

dictionaries.  

Schadler: In the materials community, NIST is taking the lead in doing this. NSF and DOE are also 

doing work in this arena, encouraging researchers to deposit data in a resource. At a high level, 

each resource has to fill in lower levels. There can be incentives for community participation – 
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e.g., the special issue that they want to create. In the materials community, people are ready to 

join this effort and support it.  

Claffy:  In the field of internet measurements, no research group other than CAIDA is depositing 

data in a central database, and CAIDA’s data usage is governed by disclosure controls and 

acceptable use policies vetted by attorneys.  ISPs are competitive and sensitive about sharing 

data for competitive as well as privacy motivations.  For Internet measurement and mapping 

(“Internet cartography”) research, these restraints on data sharing are daunting. There is no 

“GIS for the internet,” and this does pose significant constraints. With respect to sensitive data, 

the Department of Homeland Security (DHS) also has a program called IMPACT 

(https://impactcybertrust.org/, independent of Baldin’s DIBBs project) that helps security 

researchers get access to sensitive Internet data. To support the larger research community, the 

IMPACT program has built Data Use Agreement (DUA) templates that can apply to a lot of 

different areas and datasets, and DHS is sharing the associated legal documents that constitute 

these DUAs. Search “DHS IMPACT” for more information. It bears mentioning, however, that in 

the internet space, sharing data is still in its adolescence. 

Baldin asked the panel how to best balance the adoption of disruptive technologies (e.g., containers) vs. 

delivering and retaining something that works.  

Claffy: Unfortunately, one has to be willing to let go of sunk costs. For example, you may have 

worked on a software system for 5 years, and industry just built something in the last 18 months 

that is better for basically the same type of data processing.  Sometimes the right move is just to 

walk away from your own sunk cost in software development, as painful as that may be. 

Academic research groups cannot keep up with the timescales of what is going in industry. 

Chard: Researchers tend to want to try new, shiny things; this is part of what these projects are 

about.  

Paolini: One disruptive technology is accelerators for computing – we should focus on how to 

introduce GPUs and FPGAs into our software codes.   

Schadler (RPI) opened a discussion thread on industry collaborations by stating “It would be really great 

if Google wanted to help us build Nanomine.” More generally, joint projects with industry could be very 

beneficial.  

Jeff Weekly (University of California Merced): We need to look not at what industry can do for 

us, but answer the question what problems are we solving for them? Supporting NSF projects 

may be their “service” project.  

Claffy: Well, industry needs to worry about intellectual property and patents, etc. Where 

industry can work with NSF, they’ve generally done well. (However, Claffy noted the risk of joint 

programs between NSF and industry, which in some cases have led to solicitations that forbid 

the use of GPL licenses for software funded by the project.) 

https://impactcybertrust.org/
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Dave Lifka (Cornell University) expressed skepticism about “getting love” from industry: 

academic researchers “are a niche market.” 

Claffy: NSF has demonstrated that they can find a collaborative space with industry. NSF mostly 

got it right, and the example above seems to have been an oversight. In general, it’s difficult for 

industry to fund basic research, but if they can get a hook into the NSF research world, many are 

happy to do it. 

George Alter (University of Michigan): It sounds like Nanomine is a good case for potential 

industry funding. There are a number of data repositories with industry funding that provide 

shared services that the companies could not do themselves. For example, when NIH backed off 

funding for the arabidopsis data repository, the project switched to a sustainable funding model 

[10]. There is another example in crystallography, and a recent example in the biomedical area 

for controlled clinical trials.   

Saul Youssef (Boston University): The Northeast consortium (Boston U, Harvard, MIT, U Mass, 

etc.) has a critical mass in the Boston area and has had quite a bit of success with industry, as 

has Boston University on its own. Companies can get access to students, and companies want to 

know what’s new on campuses.  

Niall Gaffney (University of Texas Austin): There is a good example with Jim Gray from 

Microsoft, who was a driving force with the Sloan Digital Sky Survey. There is a lot of value that 

academia can get from industry.   

Larry Smarr: The processes of working with industry is not something that is typically shared 

amongst NSF PIs, perhaps for competitive reasons. But there are important things that flow 

from industry back to academia – e.g., TensorFlow from Google. 

6.2 Roundtable Discussions – Reports Out 

 

Participants at eight roundtables had discussions for ~45 minutes, with the nominal focus topic of 

significant DIBBs challenges/solutions. A representative from each table then provided brief report outs, 

with 2–3 key points, that are summarized here.  

6.2.1 Table spokesperson Linda Schadler (Rensselaer Polytechnic Institute) 

The first challenge is to get good annotated datasets. There are lots of datasets, but many are not well 

annotated. Then one needs to create a platform where people can put data. There are some areas 

where this has been successfully accomplished, such as with focused projects like the Protein Data Bank 

that make it easy for people to deposit, search, and use data.  

A second challenge is that at the end of most research projects, most dataset tools are typically not 

ready for adoption by potential users outside the developing group. There needs to be a funding 

mechanism to take what’s been developed at the research level, and improve user interfaces, usability, 

and reliability.  
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Third, it’s important to think about the value proposition for others, including industry, that these 

projects offer. Key elements of that value proposition are the domain expertise and access to students.  

6.2.2 Table spokesperson Shaowen Wang (University of Illinois Urbana-Champaign) 

If one is able to specify the challenge, it helps one move towards a solution. For example, it is difficult to 

define a generic social/technical framework to establish the context of operationalizing the tools we are 

developing.  

Related to this, the DIBBs projects represent an extensive set of building blocks, but as separate 

components, there are no specifications of interfaces across capabilities. It would be good to develop a 

common framework/infrastructure for testing and evaluating the integration and use of these building 

blocks in a broader framework. It was noted that the DIBBs meeting had PIs in the room, but what about 

their software developers?  

6.2.3 Table spokesperson John Hartmann (University of Arizona)  

Many projects rely on high bandwidth access to their campus Science DMZ and to external datasets. 

There will be demands from many projects that go beyond the 100 Gbps that is coming to many 

research universities, and there needs to be funding opportunities to pay for those upgrades. 

Second, the campus Science DMZ is a physical location, often in a central campus datacenter. If you 

need to move data beyond the Science DMZ into an internal location, bandwidth often plummets. There 

is a need to get access to bandwidth within a campus.  

Finally, how do we build on the innovation seen in the ongoing DIBBs projects, taking advantage of the 

synergies between projects, and combining the building blocks? It may be useful to engage a third party 

to help facilitate moving forward with combined capabilities.  

6.2.4 Table spokesperson Rafal Angryk (Georgia State University)  

Potential industry partnerships need to be based on a viable value proposition to industry. Industry may 

be interested because they want to market their products. Other potential benefits include access to 

students and the academic workforce, tax write-offs, and the fact that academia can provide testbeds or 

vendor-neutral sites for combining data/software. It is critical but difficult to find the right decision-

makers within companies. Another potential interface between industry and academia is the 

development of SBIR/STTR proposals, particularly finding people in industry that can use tools in later 

stages of SBIR/STTR programs.  

One concept that the table discussed is to extend the concept of versioning beyond software to 

datasets; datasets evolve over time and analyses using those datasets may depend on the version used.  

In terms of making projects sustainable, it is important to develop business models for projects. 

Typically grants are used for software development, but for work to continue beyond those grants, it 

may be necessary to transition to providing services based on that software.   
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6.2.5 Table spokesperson Shyam Dwaraknath (Lawrence Berkeley National Laboratory)  

A central theme of the table’s discussions was to support intellectual development in interdisciplinary 

science and translational research. It is important to impact the current generation of the workforce. 

How can NSF encourage this? Many projects require various technical skills (computational, networking, 

HPC) as well as domain science expertise; how can they can talk with each other and collaborate more 

effectively? For example, one could take a domain scientist and a developer and figuratively put them in 

a room for a week, tasked with coming out with a solution.  

A second element of this is to evolve the curriculum – for example, to include data science as part of a 

core curriculum. NSF could advocate for this.  

Finally, it is important for campuses and labs to establish clear progressions in academia for someone 

that’s in translational research; this could help with retention of key people.  

6.2.6 Table spokesperson Oliver Kennedy (University of Buffalo)  

The table’s discussion started on the topic of sustainability, but then turned to building a community 

around DIBBs projects. The requirements and adoption from the community should be key elements of 

sustaining projects. There are a lot of challenges in building communities, including outreach to the 

community, chicken-and-egg dilemmas (e.g., need to demonstrable capabilities to recruit users, but 

users need to provide the requirements to develop the right tools for them), getting input from a 

community (which may not exist), and needing technology to engage a community.  

In getting adoption, it is important to target users with different skill levels and interests and to optimize 

across skill levels. For example, with computing, there are power users and those with less interest in 

the details. There are also different levels of domain expertise.  

In addition, you need to build trust. As you build a community, it needs to trust that datasets/software, 

etc. are representative of something meaningful and useful to them (and that they will remain 

available). On the other hand, it is possible for a community to trust too much and make critical 

decisions based on ad hoc data or limited software.  

In terms of operationalizing projects, one issue is whether it can be easily installed (e.g., in a container). 

But what about tools that need interoperability with other software?  

6.2.7 Table spokesperson Martin Greenwald (Massachusetts Institute of Technology)  

There is a lot of technology churn; the software ecosystem is dynamic, and hardware ecosystems are 

only slightly less dynamic. It is hard to tell what’s going to last for how long, and what was previously 

free may cost money in the future. One needs to make choices. In the research world, this is fine and we 

can readily adapt to changes, but when tools are deployed to end users, more stability and predictability 

is required. It is valuable to design software that is resilient to technology swap-outs.  

In terms of sustainability, it is useful to share experiences through workshops such as DIBBs.  
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Many engagements with industry are one-off’s. While we are familiar with the process of engaging with 

government agencies (predictable, regular, well-defined), that is not true with industry. Engagements 

may be based on personal interactions, as well as shared interests/values. It is hard to know how to play 

that game, but as we get more experience, we may be more successful.  

Government funding agencies like NSF are good at funding basic research, but there is no mandate for 

sustaining products coming out of that research.  

6.2.8 Table spokesperson K. C. Claffy (University of California San Diego)  

There is often an impedance/communication gap amongst projects, as well as a gap between projects 

and the communities we intend to serve (e.g., domain scientists). There is also an impedance mismatch 

between the public sector (e.g., academia) and private sector (e.g., industry); For example, intellectual 

property, patents, and licensing are absolutely key to industry when developing new ideas, but are not 

the main concern of academia.  

In terms of improving communication amongst this community, it’s important to be able to find out 

what others are working on (including the private sector). For example, the taxonomy exercise 

conducted as a part of this workshop (see Table 3 in Section 3.2) is a good step within the DIBBs 

community. It would be valuable to have a joint PI meeting with other cyberinfrastructure programs 

beyond DIBBs. It would also be useful to conduct a community survey about tools that are being used 

(some of this may be done already in the gateway community), and to establish the equivalent of a slack 

channel amongst interested participants.  

To reduce the impedance mismatch between the DIBBs community and domain scientists, a class or 

summer boot camps could be developed for domain scientists to teach them how to take advantage of 

cyberinfrastructure and how to think about cyberinfrastructure technologies. Many projects are aiming 

at different levels of expertise; but even at a high level, how do you know what questions can be asked?  

Larry Smarr followed up this comment by mentioning an experience working with a domain research 

group where they were able to reduce the time for data transfer from 20 days to 20 minutes; this 

immediately changed the dynamics of their entire workflow, and the domain scientists could see how 

transformative the CI capability was for their research.  

7.0 Main Takeaways from Day 1 

The program committee, Larry Smarr, Bonnie Hurwitz, and Ken Koedinger, opened the second day by 

commenting on their individual take-aways from the first day of the workshop.  

Note that this session actually occurred before the above Roundtable Discussions on Challenges (Section 

6.2), but the report is re-ordered to improve continuity.  

7.1 Larry Smarr (University of California San Diego), moderator 

Three primary themes emerged: incentives, sustainability, and industry collaborations.  



Final Report: 2nd NSF Data Infrastructure Building Blocks PI Workshop (2018) 
 

34 
 

It is a good idea for NSF to develop incentives to encourage collaboration across DIBBs grants (and 

beyond). NSF has mechanisms for accomplishing this, such as workshop grants or research experience 

for undergraduate (REU) supplements. It is important to foster inter-disciplinary problem-solving 

research. There is the potential for increasing awareness of DIBBs components and integrating them, for 

example starting with the taxonomy (Table 3 in Section 3.2) or the architecture structure shown in 

Figure 2 of Section 4.1.3.   

Sustainability is always a challenge for NSF, and the opportunities for sustainability within NSF are 

infrequent. There are some instances, like programs to harden and maintain software, where there is a 

demonstrated requirement from the broader community and significant adoption by that community. 

When Manish Parashar talked about the next phase of NSF funding for OAC, it sounded like there may 

be more integrative activities – some sense of sustainability, not to continue the same work, but rather 

to carry on programs that need sustaining. There are current examples, such as Globus, which is trying 

to develop a sustainable business model; this process has pluses and minuses, especially for academics 

who prefer no fees for software usage. On the other hand, the transition of Mosaic from NSF research to 

commercial software could never have been done in academia at the pace it was done by industry. 

Some examples have been cited of industry collaborations. There could be ways to foster those 

collaborations, like a clearinghouse for DIBBS people to work through or examples/lessons-learned from 

successful collaborations.   

7.2 Ken Koedinger (Carnegie Mellon University), panelist 

Koedinger’s DIBBs project deals with human-computer interactions, leveraging educational technologies 

and collecting educational technology data.  

One theme that emerged was how do we work towards taking DIBBs projects and bringing them 

together to solve new problems? Many people at the workshop come from disciplines other than 

computer sciences. (A show of hands was approximately a 50-50 split of computer scientists and other 

domains.) With a critical mass of ~50 DIBBs awards, it would be great to bring these projects and people 

together.   

7.3 Bonnie Hurwitz (University of Arizona), panelist 

The FAIR (findable, accessible, interoperable, and reusable) term [9] was mentioned by Manish Parashar 

in his talk (Section 4). This is a key term for this DIBBs community. It is important to not only make FAIR 

datasets available, but also to make available the tools being developed under these projects in an 

effective way. We can build on each other’s work, rather than building up silos.  

Hurowitz’s group has been developing an ontology for describing genomic datasets. The community 

needs a consistent set of terms, so that work and datasets are findable by both people and machines. 

She mentioned the DIBBS taxonomy proposed by Larry Smarr as an example of an ontology. It is 

important for people in their fields to help build useful ontologies.  
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8.0 Future DIBBs Challenges/Sustainability  

Four panelists—David Lifka, Michela Taufer, Alex Feltus, and Rob Gardner—moderated by Ann Christine 

Catlin – discussed future DIBBs challenges and sustainability. While the panel’s comments were divided 

into two sequential rounds – descriptions of the DIBBs projects by all panelists, followed by 

sustainability plans for those projects – the panelists’ comments are re-ordered here for consistency 

with other panel discussions. After the panel Q&A, roundtables convened on the same subject, followed 

by report outs. 

8.1 Panel Discussion 

8.1.1 Ann Christine Catlin (Purdue University), moderator 

The motivation for Catlin’s DIBBs project (NSF award #1724728) is to help a large number of research 

groups that have no platform to carry out their research by developing a general-purpose platform to 

store data, share data, develop and capture workflows, etc. that can support many different use cases. 

The project datasets that these groups create would capture data, tools, and workflows, and research 

groups could publish these datasets, both for themselves and for the broader community. They have 

partnered with research groups in four different science domain application areas – electrical 

engineering, nutrition science, environmental science, and computational chemistry – each with very 

different data and use cases. Some of the common issues that led to this concept include (a) data and 

computation are often entirely separate, (b) data are often collected in Dropbox or SharePoint, or 

shared via email, (c) generally one person is in charge of computational code and is likely the only 

person running that code, and (d) results are often shared by email with no effective way to track 

input/output or the provenance of the results.  

They have worked with the four groups mentioned above. The needs of each group have become the 

project’s requirements, and the platform will support the workflow of those groups. By the end of the 

first year, a Version 1 of the platform had already been built, with domain scientists hosting project 

datasets and running their code in the platform. Some groups require file repositories for upload, 

annotation and preservation of their data, and some groups rely on spreadsheets to collect 

measurements/observations with complicated data models. There is a “spreadsheet of spreadsheets” 

concept to support collection and preservation of complex spreadsheet-based data. Users can upload 

their research computing codes into the DIBBs system and track the continuum of their scientific 

workflow steps. All four science domains have their own funded projects, and their funding agencies 

want not just papers, but to be able to follow the entire workflow from input to results.  

There is a variety of models for sustainability, such as industry partnerships, getting funding from 

researchers’ home institutions, user fees, foundation funding, etc. Proposals could also be submitted to 

another government agency that may have more interest in sustaining a project. For the Catlin group’s 

projects, they have submitted a couple proposals to NIH, hoping to establish themselves as a platform 

for NIH. Another direction is working with Purdue to use the platform to publish graduate student 

theses so that there would be an entire digital story along with the standard text thesis. 
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8.1.2 David Lifka (Cornell University), panelist 

As the Chief Information Officer (CIO) at Cornell, Lifka thinks a lot about sustainability. He noted that 

one has to spend money wisely to be effective. Nothing is free at Cornell – everything has a cost 

recovery model, so services need to be high-value or researchers simply won’t use them.  

Cornell launched project Red Cloud some time ago after they saw people starting to use Amazon Web 

Services (AWS); for Red Cloud, they started with a small hardware investment running the Eucalyptus 

software, but the system could burst to Amazon Web Services (AWS). Later, in response to the DIBBs 

solicitation, they partnered with the University of Buffalo and the University of California Santa Barbara 

to propose a federation of university clouds (award #1541215). They invested a modest amount of 

DIBBs funding into hardware systems, developed a federated accounting model, and allowed users to 

access resources across the federated cloud (with central accounting). They also have developed a 

portal that gives researchers a dashboard to see what resources are available (including XSEDE 

resources), with the intention of reducing researchers’ ‘time-to-science.’ They have worked with seven 

specific science teams to get people using the system. They intend to make the whole software stack, 

including the accounting system, available to others via github. 

The federated model has focused on sustainability from the outset. There are advantages of access to a 

federated system based on shared internal resources (load-balancing, utilization, diversity of resources), 

but it can also be tricky to justify (e.g., to administrators) that usage is equitable between the users and 

the resources across the participating institutions. For example, the University of Buffalo had some 

capabilities that Cornell researchers wanted, but were not available, or there were software licenses at 

one institution but not others. The federated accounting system provides insight into usage and can 

provide hard metrics to address the equitable usage issue. Their experience is that many institutions 

want to join the federation or want the software stack to be available publicly so they can adopt it. 

Perhaps this model can be extended to a more national cyberinfrastructure level, bridging campus 

resources to a national level, and going beyond computing to sharing datasets or other resources.  

8.1.3 Michela Taufer (University of Tennessee), panelist 

Taufer’s DIBBs project (award #1724843) tackles the problem of soil moisture data collected by 

satellites. These data can be used to assist in agricultural production in the US (and beyond) and to 

predict the impacts of drought, wildfires, or other natural disasters. There are two major challenges: 

granularity of the satellite data and incomplete coverage of the planet. Low-resolution data is not 

adequate to understand patterns of some phenomena, such as drought. They are developing tools and 

analytics for high-resolution data. It is an inter-disciplinary project and includes workflow development, 

software development/hosting, and sharing data.  

In terms of long-term sustainability for DIBBs projects in general, Taufer noted that DIBBs is largely 

supporting tool development, and she recommends that NSF do the following:  

● Create a repository for the work that’s being done – not just a repository for software, but also 

for data (e.g., GenBank) and workflows. What can we learn from successful examples of shared 

repositories? What are the needs that we have to create a repository for our community? 
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● Provide incentives and acknowledgement by establishing a routine practice of researchers using 

data object identifiers (DOIs) for software and datasets, not just research papers. These could 

have some level of peer review and serve as a motivator for faculty and staff as a measure of 

productivity and performance beyond text publications and citations.  

● Encourage researchers to define how the artifacts (software, data, publications) of their 

research are to be used. For example, researchers should develop a rigorous artifact description 

that can be used by others to reproduce their specific research. Are there success examples of 

this process that we can learn from?  

8.1.4 Alex Feltus (Clemson University), panelist 

Feltus is a domain scientist in genetics and bioinformatics who is working on both plants and animals 

research; his primary driver is to realize what can be done by scaling up data and computational 

capabilities. At the workshop, he represented the Tripal gateway project (award #1443040, PI Ficklin). 

The Tripal Gateway project is in the process of developing resources for Tripal databases – genome 

databases that have been built around different communities (these databases are go-to places to look 

for genetic data on various plants/animals). They received DIBBs funding to improve this environment, 

to pass info records between databases, to launch workflows (e.g., Galaxy), and to move data around at 

high bandwidth by leveraging advanced networking. There are thousands of Tripal users all over the 

world.  

In terms of challenges: First, there have been a number of genome databases that are great and have 

lots of users, but then “poop out” when they are not funded. The Tripal Gateway project is investigating 

ways to sustain databases, such as through non-profit/private foundation support or subscription 

models. Second, they are trying to make it easy to launch pleasantly-parallel workflows, but there are 

still many barriers to new users. Third, availability of resources is a big issue. They have used Jetstream 

and have gotten cloud credits from their big data hub, but then resources go away. Feltus uses a cluster 

at Clemson and is a big user of the Open Science Grid. But if he imagines himself as a typical biologist ten 

years from now, there are simply inadequate resources to do the potential research.  

GenBank is an awesome resource, but it is “breaking” with too much data, or data that is outside their 

model. Biology research is already at a multi-petabyte scale (e.g., his group filled up a 4 PB storage 

system with data for just one species), therefore it is important to look ahead to exabytes of data. New 

data policies will be required.  

8.1.5 Rob Gardner (University of Chicago), panelist 

Gardner has been working in high-energy physics, focused on distributing processing and data 

management for many years. A common problem is sharing resources, data, and computations. 

Gardner’s team wants to take the aggregate of contributions from various distributed research 

providers and deliver them effectively to researchers. There are many experimental groups that need to 

aggregate resources and data; how will this be accomplished and sustained in the future? He stated that 

we need to be able to “program across the wide area.” The Services Layer at the Edge (SLATE) (award 

#1724821) project aims to develop a software/service that allows users to organize/federate containers 
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across a wide network. How do you create a platform that can scale out and reach all these endpoints in 

a way that’s sustainable and maintainable? It will be important to be able to program an interface to this 

scaled-out platform. New tools are required to automate the creation and distribution of science 

platforms. One person needs to be able to operate this central capability, rather than multiple 

administrators.  

When the SLATE project was proposed, they had not yet defined the technology to be used, but they 

knew that they wanted to take advantage of what’s happening in industry and the work being done by 

other researchers. A year into the project, they have decided on Kubernetes as the base technology for 

container orchestration. Their challenges are not just related to technology but also to policy – how to 

share resources “at the edge.” For example, looking at the model of a data transfer node (DTN) and 

perfSONAR node in the Science DMZ that were originally intended for data movement, can you use 

those resources for more than just transferring data?  

Gardner is open to hearing from other projects that might provide requirements to SLATE, or projects 

that could utilize SLATE’s capabilities.  

In terms of sustainability, Gardner state that there is a significant scale-up issue. Many communities and 

experiments anticipate exabytes of data, heterogeneous compute resources, and a variety of services. 

The key is to build in notions of sustainability from the outset. Things will inevitably change over time. 

Their project is motivated to develop something that people will really want/need, and they hope that it 

will be adopted by people outside their immediate community.  

8.1.6 Panel-Audience Discussion 

Ken Koedinger (Carnegie Mellon University) commented that we should not think about sustainability as 

something we do at the end of a project, but rather we should start building user communities from the 

outset. Building those communities is a black art, but there are techniques to engage users and 

understand what’s needed. Asking potential users what they need is important, but it may not be 

sufficient for obtaining a complete answer – e.g., potential users may not necessarily know what could 

be done in the context of a project. But whatever is done, it should be done up-front in a project.  

Taufer: She concurs with the need to start building communities up-front, but a ‘community’ 

doesn’t have funding. There still needs to be mechanisms for support after the initial grant 

funding ends. One may be able to continue short-term with discretionary funds, but what 

happens when funding eventually ends?  

Feltus said he tries to embed himself in his software engineering projects, and his engagement 

helps it to carry on. Also, it’s beneficial to collaborate with domain scientists as co-PIs, etc.  

Taufer: One could use the Data Management Plan (DMP) to highlight to the team and to NSF 

what will be required for sustainability.  

Amit Chourasia (University of California San Diego) commented that the biggest issue with sustainability 

is the need for a business model. Researchers are generally poorly equipped to think of their projects as 
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a business. There are two camps on the issue of business models: One option is to give 

software/services away for free then hope for agency funding based on its adoption. The other option is, 

like the cost-recovery services mentioned by Dave Lifka (Section 8.1.2), to “show the price card early” 

and not have to transition from a free model to a paying model.  

Lifka: There are some examples, like Globus and Galaxy, that have transitioned from free 

business models (funded by government agencies) to subscription models.  

Jeff Weekly (University of California Merced) commented that he would challenge the audience to 

position themselves in terms of value. Once you have defined your value, you can make a business case. 

If you give something away for free, then that’s an implication of what it’s worth. Researchers need to 

keep in mind that they should be fairly compensated.  

Cate Brinson (Duke University) wanted to highlight the ‘I’ (interoperable) in the FAIR acronym. It is 

important to ensure that data is interoperable with other datasets, particularly in trying to gain broader 

adoption.  

8.2 Roundtable Discussions – Report Outs 

Participants at eight roundtables had discussions for ~45 minutes, with the nominal focus topic of future 

DIBBs challenges/sustainability. A representative from each table then provided brief report outs, with 

2–3 key points, that are summarized here.  

8.2.1 Table Spokesperson Oliver Kennedy (University of Buffalo) 

The table’s discussion focused on funding. Research projects that want to outlive their normal grant life 

need continuous infusions of money - software needs to be maintained, storage costs money. There is a 

model, as discussed during the panel where expectations to domain scientists are made clear upfront, 

and that eventually a service/software will cost money. In addition, users should be informed of real 

costs – like the fact that uploading data to AWS is cheap, but downloading it and using it is expensive. 

The table also discussed how NSF could fund projects more efficiently.  For example, industry will 

produce a lot of technologies that we can benefit from, so maybe NSF should focus on developing 

technologies that industry currently does not have an interest in (at least initially); of course, this may be 

at odds with eventual sustainability models from industry, but NSF’s filling industry’s gaps can perhaps 

have the greatest impact.  

There are a lot of projects represented at the workshop that target different communities. The table 

discussed the notion of Science DMZ models that target different communities, but then work together 

to develop standards that can link federations.  

8.2.2 Table spokesperson Shyam Dwaraknath (Lawrence Berkeley National Laboratory)  

The group thought about sustainability not only in terms of basic economics, but also as a business 

model – e.g., what are the costs and opportunities? Who will be responsible for data long-term?  They 

did not believe that anyone at the workshop had a good way of answering that question. If you have lots 
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of data and lots of users, access paradigms are important, and cybersecurity is a significant issue. As 

researchers, the workshop participants may not be best-suited for addressing cybersecurity, and this is a 

good potential area for partnering with industry. Associated with that, there are significant costs 

associated with protected data (e.g., medical data). Perhaps NSF could build a structure to support 

protected data centrally, so that multiple projects don’t have to bear this burden individually.  Industry 

could use the less-restrictive academic environment as a testbed for technologies. Workforce 

development is another key issue – e.g., Matlab is available in universities; it gets used, and graduates 

enter the workforce knowing Matlab. Finally, cross-institutional buy-in – e.g., across government 

funding agencies like NSF, the Department of Energy, the Department of Defense, as well as European 

Union and other agencies – is key to successfully transition tools from adoption within the research 

community to the world using these tools.  

8.2.3 Table Spokesperson Boris Glavic (Illinois Institute of Technology)  

The table’s discussion focused on reproducibility. How do we know an analysis has a correct/reasonable 

result? Can it be reproduced and evaluated by others? There are technical challenges of re-running an 

analysis – e.g., how much information must be captured to be able to reproduce it, and is it possible to 

reproduce a result on different hardware/operating systems?  There are social challenges as well.  

Without incentives (publications, funding, tenure), there is little motivation to put effort into 

reproducibility. Perhaps domain scientists can motivate the reproducibility challenge methods to verify 

that analysis software can be trusted.   

As was mentioned in earlier discussions, it would be valuable to report datasets and software produced, 

as well as traditional publications, in annual reports and performance reviews.  

8.2.4 Table Spokesperson Timothy Hnat (University of Memphis) 

Three themes emerged from the table’s discussion:  

¶ Treat your project as a business. Come up with the project’s value proposition, and do this early, 

not at the end of the project. One group used cost-sharing to bridge gaps in funding, others are 

looking into educational/training services, and others are looking to industry for infrastructure 

support.  

¶ Build communities. Many projects produce open-source software, but it is crucial to build a 

community of users to get acceptance and adoption.  

¶ Use data infrastructure as your secret weapon. Leverage the data and the IT and domain 

expertise that are your strengths.  

8.2.5 Table Spokesperson Cate Brinson (Duke University) 

Three primary points were discussed.  

● How do we help a normal domain scientist benefit from Harnessing the Data Revolution? It is 

necessary to remove the friction in the process and to create transparency in finding data. One 

shouldn’t have to know where data is or what its format is in order to access and use it.  
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● How do we generalize our tools and platforms when you don’t know what the destination is 

going to be? The model of growing organically makes sense, with the notion of linking things 

later when it’s clear what direction things need to go.  

● How can we think at a higher level in terms of abstractions and descriptions of our work, so that 

it’s easier to connect across domains? 

8.2.6 Table Spokesperson Scott Yockel (Harvard University) 

The table discussed issues associated with developing versus maintaining software tools. Scientists tend 

to focus on the tools that we’re creating, but there is some re-invention of the wheel. How do we find 

out and leverage tools that already exist or are in development by others, and how do we know the 

usability of those tools? Generally, in NSF proposal writing, new research and development is generally 

viewed much more favorably than hardening software, improving usability, or maintaining software. 

Similarly, there is a disconnect for accolades for software tools in practice (download, usage) versus 

those in development (papers, grants). We are all familiar with software repositories for various tools, 

but we need a higher-level view of tools, with a language for tagging tools and clear metadata 

standards. Finally, it would be valuable to learn about success stories from other agencies and places 

that have sustained large-scale long-term efforts.  

8.2.7 Table Spokesperson Vasant Honavar (Penn State University) 

The table discussed the larger challenge of taking ideas from individual projects to help Harness the Data 

Revolution (HDR). It is too big a problem if you try to develop one thing that cross-connects across all 

domains. A more realistic approach is hierarchical systems, an ecosystem of ecosystems. To make that 

workable in practice, there will not be one big tool that’s reusable, but pieces of tools that could be re-

used in other areas/domains. It’s important to have standard descriptions and community-driven 

metadata so that tools and services are discoverable.  

In order for any effort to be sustainable, outreach and training are necessary to build a community of 

domain users. In NSF’s current constructs, perhaps this could be facilitated by the Big Data hubs and 

spokes model.  

8.2.8 Table Spokesperson Jerome Reiter (Duke University) 

Regarding sustainability and how we go from where we are now to HDR, many of the table’s comments 

were also cited in previous report-outs. How do you integrate heterogeneous data and make systems 

interoperable? Who will own/curate data, and where will all these DIBBs tools go? There are some ideas 

to help make that bridge to the future. In the DIBBs community, cross-campus collaboration has been 

productive, and the DIBBs program could promote more of these activities. These collaborations are not 

just about technical cyberinfrastructure, but also about policies and processes (e.g., dealing with 

institutional review boards). Fostering collaborations across DIBBs projects are advanced by meetings 

such as this workshop, but also by other non-systematic methods. There is some low-hanging fruit – e.g. 

establishing a github-like repository for all DIBBs software. Finally, particularly in universities, a lot of 

efforts can be sustained if they find their way into the undergraduate curriculum, whether it’s directly 

using tools in the classroom or as a part of activities such as hackathons.  
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9.0 Implications for Harnessing the Data Revolution 

Four panelists—Ilkay Altintas, Santosh Kumar, Kate Keahey and Geoffrey Fox—moderated by Tevfik 

Kosar – discussed the implications of DIBBs projects for Harnessing the Data Revolution, one of NSF’s ‘10 

Big Ideas’. After the panel Q&A, roundtables convened on the same subject, followed by report outs. 

9.1 Panel Discussion 

9.1.1 Ilkay Altintas (University of California San Diego), panelist 

Altintas is supporting the Pacific Research Platform and a number of DIBBs-like projects, focusing on 

workflow systems (e.g., Kepler) and developing solution architectures for various application domains 

(e.g., Wildfire management, molecular dynamics, etc.).  

Workflow research has primarily focused on the performance of workflows and hosting workflows to 

high-performance computing systems, but going forward, the role of workflows is changing, and there is 

a need to adapt to dynamic elements (e.g., sensors, networks, resources) in the workflow. Traditionally, 

there is a broken link between exploration and scalable execution. FAIR represents important elements 

of data, but data that we find also needs to be programmatically usable in various contexts. One needs 

to develop component-level tools and be able to glue those components together. Creating services on 

top of resources requires coordination, dynamic resource management, and the ability to couple 

services (e.g., big data systems, HPC stacks, etc.).  

9.1.2 Santosh Kumar (University of Memphis), panelist  

Kumar’s DIBBs project, mProv, (award #1640813) is to develop tools to exploit high-frequency fitness 

tracker data. Fitness trackers are widespread and have developed their own tools for various health and 

wellness applications, but within the trackers, a wealth of high-frequency raw data is available. If 

vendors expose the underlying data behind the standard metrics, there is a lot more that can be done 

with the data. For example, measurement of hand-to-mouth gestures can reflect smoking, dental 

flossing, etc., while heart rate data can assess not only pulse but also rate variability, atrial fibrillation, 

etc. The mProv project is working to collect this high-frequency data from ~400 fitness sensor data 

streams, annotate the data, and package the data so that it can be used in additional health-related 

analyses. There are certainly privacy aspects to this research.  

9.1.3 Kate Keahey (Argonne National Laboratory), panelist  

Keahey is Co-PI with Shaowen Wang (UIUC) of the DIBBs project titled ‘Scalable Capabilities for Spatial 

Data Synthesis’ (award #1443080). With the increasing availability of dynamic geo-spatial data, the 

analysis requirements and potential insights into the environment are rapidly growing. One needs to 

correlate dynamic data with static data and provide a stable response time as data come in. Keahey and 

Wang’s project is developing a cyberinfrastructure that manages this process and can spin out 

computations to clouds as required. One of the challenges is to provision containers dynamically within 

resources that are more traditionally managed with schedulers; they are demonstrating that with a 

modest amount of on-demand processing, these constraints can both be met.  
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The following points were made in terms of implications for harnessing the data revolution: 

● A huge driver is the availability of dynamic time-sensitive data streams. One way to think about 

this challenge is to pose the question: If one were the system administrator for an instrumented 

planet, what would you have to do? 

● How do we adopt current cyberinfrastructure to fit this problem – e.g., big data versus big 

compute? 

● Time-sensitive execution is a requirement.  

● Networks play a critical role, and there are many networking challenges. For example, software-

defined networking is still an emerging technology, and wireless connectivity to sensors and 

processing will become more commonplace.  

● One should consider software as a scientific instrument. How do we share the contributions that 

are made by software developers?  

9.1.4 Geoffrey Fox (Indiana University), panelist  

Fox is PI of the DIBBs project titled ‘Middleware and High-Performance Analytics Libraries for Scalable 

Data Science’ (award #1443054). This project is at the interface of Big Data and HPC – i.e., high 

performance big data computing. As much as possible, Fox’s team reuses/adapts/integrates existing 

software packages in HPC (e.g., MPI, Pilot Jobs, Slurm) and Big Data (e.g., Hadoop, Spark, Flink, Heron, 

Docker, Mesos, Kubernetes, Tensorflow). They have completed an overarching application classification 

(Ogres) and big data simulation convergence. They are working with six user communities to provide 

requirements for parallel algorithms and programming environments: Image processing (including 

computer vision, remote sensing [polar science], spatial images, and pathology), network science and 

graph analytics, and data analysis from biomolecular simulations. The target resources are primarily 

XSEDE systems, but also other systems, including public clouds. The deliverables are ~30 routines for 

parallel (HPC) data analytics (in SPIDAL, Scalable Parallel Interoperable Data Analytics Library).  

The project’s primary challenge is getting to the “last mile” – software engineering, documentation, and 

testing. One can learn from Tensorflow – namely that good integration of our building blocks is critical. 

This community can help new communities use the existing DIBBs building blocks and add their new 

building blocks. This represents an opportunity for new and/or enhanced communities, such as the new 

Arctic data analysis environment.  

In terms of sustainability, they hope to become an Apache Foundation project and are working with the 

NSF’s Industry-University Cooperative Research Centers Program (IUCRC) [11], and they have explored 

the NSF I-Corps program [12].  

9.1.5 Tevfik Kosar (University of Buffalo), moderator 

Kosar is PI of OneDataShare, a relatively new DIBBs project (award #1724898) that is developing building 

block tools to facilitate data movement and reduce delivery time of data. This community knows many 

users that still use ‘sneakernets’ (i.e., transmitting electronic information by physically transporting it 

from one place to another on a removable storage medium) rather than networks to move data around. 

The fact is that shipping multi-terabyte hard disks represents good bandwidth compared to what many 
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researchers are able to achieve in their laboratories. Even if a campus has high-speed external 

connectivity (10–100 Gbps), most researchers cannot utilize this bandwidth for a variety of reasons. This 

project is working on data-sharing tools to better utilize high-speed networks, including application-level 

tuning, on-the-fly in-memory protocol translation, and scheduling tools. While the project is in its first 

year, they have gotten inquiries from potential users to be first adopters.  

9.1.6 Panel-Audience Discussion  

Kosar (moderator) posed the following question to the panel: “We have heard success stories, 

challenges, solutions … how, within the context of this community, should we come together and 

harness the data revolution?” 

Altintas: The DIBBs program has the building block concept, and it is a good idea to expose the 

functionality, interfaces, and potential integration of those blocks to the outside world. The 

ontology of DIBBs projects that this workshop began with is a starting point.  

Kumar: Sometimes it takes a grand challenge to really bring things together. Doing research in 

the service of some common goal is motivating and exciting. He would recommend that we 

focus on something that impacts the general public, with benefits to society that extend beyond 

academia and publications.  

Keahey: The idea of grand challenges is excellent. One can’t predict what problems are going to 

have to be solved, but if one picks a challenge and must solve the problem, the necessary steps 

come into focus. There are many new opportunities for challenges that could be tackled.    

Keahey: Going back to Altintas’ earlier comment, how does this community share not only the 

DIBBs tools, but also the domain knowledge, the requirements, the experiences and lessons-

learned? Publications are one method. Keahey has co-founded a journal for software, called 

SoftwareX, as a vehicle for communication about software tools.  

Fox: One area that is not well covered yet is requirements. One can go through scientific fields 

and document requirements for big data and algorithms, as well as computing. The computing 

community has developed a set of requirements for the exascale computers, but the data 

community does not have this for next-generation big data systems.  

Moderator Kosar stated that if one goes to NSF’s website on Harnessing the Data Revolution, there are 

three main components: Research, Development of Advanced Cyberinfrastructure, and Educational 

Pathways. The panelists are fairly familiar with the first two components, but he noted that there had 

been little discussion about the third component (e.g., workforce development).  

Saul Youseff (Boston University) had several comments and questions: First, he sees requirements for 1 

Exabyte storage for an LHC experiment and wondered where the storage at this scale is going to come 

from? Second, he noted that only three projects listed themselves under Security in the taxonomy 

developed at the start of the workshop; yet security is a major issue. AI will play a role, but “is it going to 

be AI good guys fighting AI bad guys?” Third, if you think about harnessing the data revolution, who will 
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have institutional responsibility for keeping research data of science projects – libraries, universities, 

AWS, or someone else?  

Fox: On the first point, it’s important to have a discussion of what storage is really required.  

Altintas: With experimental data, there’s the active part of storage, but there’s also the passive 

archiving component. Is it possible to distill the data when it’s not active and let it be 

discoverable?  

Ken Koedinger (Carnegie Mellon University), reinforcing the grand challenge idea, asked what are some 

possibilities for grand challenges? A critical topic for him is whether we can understand the root causes 

for achievement gaps in STEM areas.  

Kosar: Looking at this issue, for example in K-12 education, would be a good idea.  

Keahey: A good grand challenge would marry value to society to new opportunities of what is 

feasible. This process requires some thought. The process may help define the big data 

requirements that Geoffrey Fox mentioned.  

Fox: The US government agencies defined ~100 grand challenges back in the 1980s. Many of 

these were simulation-based, but they could be revisited.  

Amit Chourasia (University of California San Diego) stated that he is aware of bad stories out there about 

people having a difficult time finding safe places to store important datasets. He would propose the idea 

of finding patronage for dataset storage just like society does for art – in other words, a data museum 

that could provide an oasis for storing data. The fact that this concept is not happening may reflect on 

the community’s inability to express the value to society and to the individuals who could support it.  

Keahey: There are some examples of this sort of support for datasets – e.g., AWS stores 

frequently-used datasets for free (although one still has to pay to download the data).   

Kumar (University of Illinois Urbana-Champaign) commented that when thinking about data, there is 

much discussion about the size of data, but not much about the heterogeneity or reliability of data. In 

addition, the concept of software as an instrument is a good idea. For example, instruments have inputs, 

outputs, errors, etc.; how does one define these for software?  

9.2 Roundtable Discussions – Report Outs 

9.2.1 Table spokesperson Shyam Dwaraknath (Lawrence Berkeley National Laboratory)  

The table discussion focused on how to bridge a dichotomy between two concepts of how to harness 

the data revolution. It is important to differentiate data and information. Data does not have an impact 

until it becomes useful for something – i.e., information. A large volume of data may have only modest 

information content. The concept of being able to detect information on-the-fly and storing information 

(rather than data) could get us closer to harnessing the data revolution. An example of this is found in 

hydrology where there may be large volumes of data, but models that incorporate the available data 
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could represent the informational content. Thus, it should be a priority to advance the techniques to 

extract information from data.   

9.2.2 Table Spokesperson Amogh Dhamdhere (Center for Applied Internet Data Analysis)  

The roundtable discussion discussed three themes:  

● Data can be easier or harder to get, depending on the domain and source. One idea is to 

develop data-based models in domains where data are available and learn from that for other 

domains that may have less accessible data.  

● Heterogeneity of data is a common problem for analyses that require synthesis across different 

types of data. How does one do meaningful synthesis of different data types? 

● There are very different levels of data usability, ranging from raw data that may only be useful 

to people “in the weeds,” to data that has been transformed to higher levels of abstraction in 

order to be suitable for other data consumers. An idea is to assign a numerical level to datasets 

that characterizes where it lies in this spectrum, from low levels to higher levels of abstraction.  

9.2.3 Table Spokesperson Amit Chourasia (University of California San Diego) 

The table discussion addressed “two sides of the same coin” – data and analysis. 

One thesis is that we seem to currently be in a data-hoarding phase. Data needs to be handled in a 

domain-specific way, and longevity may or may not be important. Also, there are major gaps in the 

availability of data – e.g., environmental data in under-developed countries is sparsely available.  

On the other side of the coin is the analysis of data. This very important aspect is not well developed 

when compared to our ability to store data. A strong effort is needed to create new and robust ways to 

analyze data in order to get value and insight from stored data.   

9.2.4 Table Spokesperson Shantenu Jha (Rutgers University) 

“Harnessing the data revolution requires a revolution in the way we harness data.” This statement is not 

intended as a tautology. The implication is that a careful systematic study of the requirements for HDR is 

required. The simulation community has captured requirements; the workshop group has talked about 

grand challenges, but it appears that the data space is a messier and more complex space than what has 

been encountered in simulation. A careful requirements analysis should be conducted across 

stakeholder communities involved, and at a deeper level in some communities.  

Second, the concept of communities may not be the right abstraction all the time. In fact, the variation 

in requirements within a community may be greater than the variation in requirements across 

communities. Therefore, one must compile trans-community requirements. It would be valuable to 

establish the big data equivalents of the ‘Berkeley seven dwarfs’ in the computing field [13].  

9.2.5 Table Spokesperson Bill Tolone (University of North Carolina at Charlotte) 

The table discussions addressed two primary topics: First, there has been little discussion of the user 

experience, especially looking ahead to an HDR future. We are trying to make sense of small data, big 
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data, complex data, but the way we interact with data may help or hinder us, whether it is for 

exploratory analysis or directed analysis. This is a socio-technical problem more than a technical issue. It 

will be necessary to think about a user’s participation in the use of data.  

Second, a baseline for the requirements, tools, and methods that are currently being used should be 

developed. This could be used not only to create greater awareness of tools now, but also to serve as a 

baseline for looking forward. One may not be able to prescribe the future of how tools or data will be 

used, but as a community, the DIBBs PIs could articulate a pathway for discovering that future – e.g., 

identifying the key requirements, from curation, security, privacy, analytical tools, user experience. This 

has been done in other communities, and while it is not clear what solutions are going to look like, there 

is a critical mass of experts to articulate the requirements, the criteria to consider, and the investments 

towards the ultimate solutions.  

9.2.6 Table Spokesperson Gerard Lemson (Johns Hopkins University) 

There were two points from the table discussion regarding data curation and storage:  

● As datasets get very large, it’s not possible to depend on humans to do data curation. AI or 

machine learning techniques should be explored.   

● It is important to have a vision of a large distributed storage system, provided by NSF. The 

recently-announced Open Storage Network [14] may be an example of this. But while it is easy 

to create data, who will get to store their data in a storage system like this, and what criteria will 

be used for storage volume and longevity?  

9.2.7 Table Spokesperson Camille Crittenden (University of California Berkeley) 

The group did have some similar discussions to those of other tables, including the need for a better 

process to decide what data is stored long-term. A related element was efficiency in what gets stored; it 

is good to plan from the beginning of an effort what will be done with large amounts of data.  

Second, better cross-training between teams is recommended, in particular between computer science 

professionals and domain scientists. This sort of training also relates to cyber workforce development.   

 A final recommendation is that perhaps a certification or peer review process could be developed 

around software and software testing; this certification could help avoid errors when software is 

compiled and integrated into larger software systems.  

9.2.8 Table Spokesperson Rob Gardner (University of Chicago) 

The table discussed the kind of cyberinfrastructure and architecture that would be useful for harnessing 

the data revolution. One idea is to develop a reference architecture, e.g., where a workflow or data 

system might reside, how does data system communicate across layers, and what are the abstractions 

that would be useful to developers to access underlying resources?  
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Second, it is difficult to envision this top-down architecture a priori, and the path forward should be 

more organic, incorporating discussions/collaboration, trial platforms, test workflows, looking at 

interoperability, paying attention to the interfaces between the major functional components.  

10.0 Wrap-up and Closing Comments – Larry Smarr (UCSD) and Amy 

Walton (NSF) 

Larry Smarr thanked everyone for participating in the workshop and said it was heartening that many 

people who had not previously met other ‘DIBBsters’ were able to do so during the workshop. The 

continuous engagement of people and sharing of ideas across projects is very productive.  

The program committee elected to give the remaining time to Amy Walton, the NSF Program Director 

for the DIBBs program in the Office of Advanced Cyberinfrastructure.  

Walton noted that one of the most interesting metrics is that, despite the late hour, almost everyone 

was still present at the end of the workshop! She expressed her appreciation for the high level of 

participation and activity during the workshop and throughout the execution of the DIBBs awards.  

NSF is at a milestone in the DIBBs program and needs input from this group, in general and specifically 

with respect to the DIBBs program. She arrived at NSF just after the first DIBBS awards had been made, 

and now there are 54 awards across all disciplines in the foundation. This research area has gone from 

being financially threatened to a program that has been flat (“the new up”) in funding, and now to 

something that could grow significantly under the Harnessing the Data Revolution initiative. She and 

others within NSF get a lot of short-response questions, and the poster summaries and other 

information provided by participants are important in providing strong, rapid responses. 

She appreciated the fact that there has been a lot of public impact by DIBBs awardees – some have 

testified to Congress, and others have been involved in Nobel prizes (e.g., LIGO). 

For the first time on the DIBBs program, some people will be completing their awards and “graduating” 

from this program. At the same time, there will be new colleagues joining the DIBBs PI meeting in the 

future, as NSF is currently processing 475 proposals to the new CSSI program (which includes DIBBs).   

Going forward, Walton said it is important to strengthen the research ecosystem, in academia and 

beyond, with industry and international collaborations. She said it was very helpful to hear the many 

issues, suggestions, recommendations and conclusions that were discussed in the workshop – such as 

developing more mechanisms for collaboration, or engaging industry and other government agencies. 

There is a lot of growth potential in this research area.  

Finally, she thanked all the participants, as well as the workshop organizing committee, including Larry 

Smarr, Tom DeFanti, Richard Moore, Sue Fratkin, Jeff Weekly, Charles Erwin, Ken Koedinger, and Bonnie 

Hurwitz. The workshop report will be distributed to participants in the near future, and there will be 

another DIBBs PI meeting at a time and place to be determined.  
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11 Appendices 

11.1 DIBBs Program Award Summary 

This table is based on NSF records and includes all awards made under the DIBBs program. The first 

column lists the year the award was made, and its DIBBs category. The next four columns are the NSF 

award number, PI (at the time of the award), the PI’s home institution, and the title of the project. The 

final column is a brief summary of the proposed effort.  

Year/ 
Category 

Proposal 
#   

 PI (time of 
award)  Institute   Title  Topics / Disciplines  

            

2013 
Impleme
ntation 

1261582 Kenton 
McHenry 

University 
of Illinois at 
Urbana-
Champaign   

Brown Dog Focuses on large distributed bodies of past and 
present uncurated data (long-tail data). 
Develops a re-purposable Cyberinfrastructure 
building block -- a global Data Transformation 
Service (DTS) to support costly/redundant data 
wrangling steps done by scientists.  Tests these 
in the context of three use cases: geoscience, 
biology, engineering, and social science. 

2013 
Impleme
ntation 

1261715 Alexander 
Szalay 

Johns 
Hopkins 
University  

Long Term Access 
to Large Scientific 
Data Sets: The 
SkyServer and 
Beyond 

Builds on SkyServer, the public database for 
the Sloan Digital Sky Survey.  The SkyServer 
toolkit is modified and re-used in other areas: 
fluid mechanics/turbulence, environmental 
science, connectomics, genomics, and ocean 
circulation modeling. 

2013 
Impleme
ntation 

1261721 Michael 
Levine 

Carnegie-
Mellon 
University    

The Data Exacell Builds on the Pittsburgh Supercomputing 
Center Data Supercell (DSC) and SLASH2 
technologies to support projects including 
data-intensive research, collaboration, and 
long-term data management requirements.  
Initial target application is the Galaxy 
collaboration for genome analysis; framework 
has potential for use in other domains 
including proteomics, cosmology, climate, and 
economics. 

2013 
Impleme
ntation 

1261727 Xiaohui 
Carol Song 

Purdue 
University  

Integrating 
Geospatial 
Capabilities into 
HUBzero – An 
Implementation 
Project 

Using HUBZero (an open source platform for 
creating dynamic applications for research and 
education), develops a data space allowing hub 
users to manage and share their datasets by 
themselves, supporting both vector and raster 
geospatial data formats.  Developments will be 
driven by four partners in earthquake 
engineering, hydrology, resource economics 
and K-12 education. 

2013 
Concept
ualizatio

n 

1255826 Thomas 
Carsey 

University 
of North 
Carolina at 
Chapel Hill  

Designing the 
Roadmap for 
Social Network 
Data 
Management 

Develops a data infrastructure to support 
advanced analysis and research on social 
networks; facilitates citizen science and the 
integration of science and teaching at all levels 
of education.  

2013 
Concept
ualizatio

n 

1255849 Corrina 
Gries 

University 
of 
Wisconsin-
Madison  

Building 
international data 
sharing capacity 
in lake sciences, 
with implications 

Collaborates with environmental observations 
data management groups to identify inhibiting 
data infrastructure issues, including providing 
access to data, discovering distributed data, 
and integrating data into useful data products 
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for the broader 
environmental 
science 
community 

for scientific research and management. 

2013 
Concept
ualizatio

n 

1255793 Gary LaFree University 
of 
Maryland 
College 
Park 

Building a Unified 
Infrastructure for 
Data Integration 
on Political 
Violence and 
Conflict 

Creates a scalable ontology focused on four 
domains relevant to political violence: 
conflicts, actors, geographies, and events. 

2013 
Concept
ualizatio

n 

1255781 Michael 
Zentner 

Purdue 
University 

Conceptualization 
of the Social and 
Innovation 
Opportunities of 
Data Analysis 

Interactive data exploration tools provide the 
opportunity to record researcher interactions 
during the exploration process, creating an 
opportunity to identify new exploration modes 
or gaps, potentially increasing interactions and 
innovation. 

2014 
Early 

Impleme
ntation 

1443054 Geoffrey Fox  Indiana 
University  

 CIF21 DIBBs: 
Middleware and 
High Performance 
Analytics Libraries 
for Scalable Data 
Science  

Develops middleware for data-intensive 
analytics and a library of parallel data analytics 
algorithms.  Makes a new platform (HPC-ADBS) 
available for data-intensive computations in a 
parallel architecture.  Application and testing in 
seven different communities: (1) HPC 
biomolecular simulations, (2) network science 
and computational social science, (3) 
computational epidemiology, (4) computer 
vision, (5) geospatial / GIS, (6) remote sensing / 
ice sheet mass balance, and (7) pathology 
Informatics.  Plans to broaden impact by 
working with several groups: NIST Big Data 
working group, Research Data Alliance, Apache 
and XSEDE. 

2014 
Early 

Impleme
ntation 

1443068 Ken 
Koedinger 

Carnegie 
Mellon 
University  

 CIF21 DIBBs: 
Building a 
Scalable 
Infrastructure for 
Data-Driven 
Discovery and 
Innovation in 
Education  

Enhances accessibility, integration, and analysis 
for a wide range of data types (audio, MOOCs).  
Develops a data infrastructure for the learning 
sciences community.  Creates a hub 
(LearnSphere) providing access to data, local 
and cloud-based storage, and a library of 
analytical methods and workflows.  Builds on 
NSF Science of Learning Center (DataShop 
repository). 

2014 
Pilot 

Demonst
ration 

1442997 Victor 
Pankratius 

 MIT   CIF21 DIBBs: An 
Infrastructure for 
Computer Aided 
Discovery in 
Geoscience  

Builds a cloud-based workflow and discovery 
infrastructure flexible enough to handle 
heterogeneous data and analysis methods and 
capable of handling large data sets. 

2014 
Pilot 

Demonst
ration 

1443013 Klara 
Nahrstedt 

University 
of Illinois 
Urbana-
Champaign  

 CIF21 DIBBs: T2-
C2: Timely and 
Trusted Curator 
and Coordinator 
Data Building 
Blocks  

Develops a pilot capability for materials data 
capture, curation, and coordination in real-
time and in a trusted manner. 

2014 
Pilot 

Demonst
ration 

1443014 Jerome 
Reiter 

 Duke 
University  

 CIF21 DIBBs: An 
Integrated System 
for Public/Private 
Access to Large-
scale, 
Confidential 

Integrated system for disseminating large-scale 
social science data.  Includes redaction, access 
to confidential data via secure remote access, 
and a verification server that allows users to 
assess the quality of their analyses with the 
redacted data. 
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Social Science 
Data  

2014 
Pilot 

Demonst
ration 

1443019 Hsinchun 
Chen 

 U of 
Arizona  

 CIF21 DIBBs: 
DIBBs for 
Intelligence and 
Security 
Informatics 
Research and 
Community  

Develops a research testbed and archive for 
the ISI (security) community.  Supports sharing 
of open source tools and collection manager 
for data ingestion; develops a collaboration 
environment. 

2014 
Pilot 

Demonst
ration 

1443027 Santiago 
Pujol 

 Purdue 
University  

 CIF21 DIBBs: 
Building a 
Modular Cyber-
Platform for 
Systematic 
Collection, 
Curation, and 
Preservation of 
Large Engineering 
and Science Data 
- A Pilot 
Demonstration 
Project  

Creates a modular cyber platform allowing 
communities to easily publish systematically 
classified datasets, permits automatic long-
term curation of data and creates a 
cyberinfrastructure for dissemination and 
collaboration. 

2014 
Pilot 

Demonst
ration 

1443037 James 
Bowring 

 College of 
Charleston  

 CIF21 DIBBs: 
Collaborative 
Research: 
Cyberinfrastructu
re for Interpreting 
and Archiving U-
series 
Geochronologic 
Data  

Extends current database to include analysis, 
archiving, and new data types identified in NSF 
funded workshops and collaborations with 
related projects in Europe. 

2014 
Pilot 

Demonst
ration 

1443040 Stephen 
Ficklin 

Washingto
n State 
Univ  

 CIF21 DIBBS: 
Tripal Gateway, a 
platform for next-
generation data 
analysis and 
sharing  

Creates workflows for next-generation 
sequence data, develops web-services for 
cross-site querying between Tripal repositories, 
optimizes data flow through Software Defined 
Networking technology, and implements a 
Tripal Gateway for genome databases. 

2014 
Pilot 

Demonst
ration 

1443046 Feifei Li  University 
of Utah  

 CIF21 DIBBs: 
STORM: Spatio-
Temporal Online 
Reasoning and 
Management of 
Large Data  

Schema-free data system with spatio-temporal 
online aggregation and analytics.  Provides 
access to MesoWest data, a collection of >10 
billion atmospheric measurements from 
>30,000 distinct stations across the US. 

2014 
Pilot 

Demonst
ration 

1443047 Duncan 
Brown 

 Syracuse 
University  

 CIF21 DIBBs: 
Domain-aware 
management of 
heterogeneous 
workflows: Active 
data 
management for 
gravitational-
wave science 
workflows  

Develops metadata-aware workflows and data-
mining tools to enable the management of 
large, heterogeneous data sets.  
Emphasizes the Pegasus workflow 
management system and the LIGO 
gravitational-wave observatory. 
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2014 
Pilot 

Demonst
ration 

1443061 Rafal Angryk Georgia 
State Univ 
Research 
Foundation
, Inc.  

 CIF21 DIBBs: 
Systematic Data-
Driven Analysis & 
Tools for Spatio-
temporal Solar 
Astronomy Data  

Develops tools for processing large volumes of 
spatio-temporal solar data. 

2014 
Pilot 

Demonst
ration 

1443062 Ray 
Habermann 

 THG   Beyond Data 
Discovery: Shared 
Services for 
Community 
Metadata 
Improvement  

Develops flexible tools for evaluating 
metadata, using consistent measurement 
systems that encourage community 
engagement and integrate guidance for 
improvement. Emphasizes use metadata rather 
than discovery metadata; use metadata is 
needed for effective scientific analysis 
workflows. 

2014 
Pilot 

Demonst
ration 

1443069 Jia Zhang  Carnegie 
Mellon 
University  

 CIF21 DIBBs:  An 
Infrastructure 
Supporting 
Collaborative 
Data Analytics 
Workflow Design 
and Management  

Develops modifications to an open source 
workflow tool (VisTrails) to add collaborative 
workflow capabilities -- features such as 
provenance management, workflow 
composition and collaboration, format 
transitions, and the support of advanced 
queries. The modifications are targeted toward 
use cases in civil engineering. 

2014 
Pilot 

Demonst
ration 

1443070 Giridhar 
Manepalli 

 Corp Natl 
Res 
Initiatives  

 CIF21 DIBBs: 
User Driven 
Architecture for 
Data Discovery  

Increase access to datasets by creating an 
interface (index) of datasets from repositories 
based on user queries (ping data registry). 
Addresses long term storage and access issue: 
data remains in place in the repositories and 
information about the data is collected when 
users query and retrieve the data.  

2014 
Pilot 

Demonst
ration 

1443080 Shaowen 
Wang 

 U of Ill 
Urbana-
Champaign  

 CIF21 DIBBs: 
Scalable 
Capabilities for 
Spatial Data 
Synthesis  

Develops a suite of scalable capabilities for 
spatial data synthesis on top of cloud 
computing and CyberGIS infrastructure.  
Applies capability to two cases (urban 
sustainability and population dynamics); 
Includes features such as uncertainty analysis.  

2014 
Pilot 

Demonst
ration 

1443083 Amit 
Chourasia 

 U of Cal 
San Diego  

 CIF21 DIBBs: 
Ubiquitous Access 
to Transient Data 
and Preliminary 
Results via the 
SeedMe Platform  

Develops web-based capabilities enabling 
sharing and streaming of preliminary results 
from computing resources to a variety of 
platforms, from mobile devices to 
workstations, to quickly view and assess 
results. 

2014 
Pilot 

Demonst
ration 

1443085 Christopher 
Jenkins 

 U of 
Colorado 
Boulder  

 C1F21 DIBBS: 
Porting Practical 
NLP and ML 
Semantics from 
Biomedicine to 
the Earth, Ice and 
Life Sciences  

Produces semantic knowledge structures, 
including ontologies, on an automated basis for 
three domains (Geology, Cryology, Biology). 
Based on existing natural language processing 
(NLP) and machine learning (ML) tools that are 
in current use in the biomedical field. 

2015 
Multi-

Campus/ 
Multi-

Institutio
n 

1541215 David Lifka  Cornell 
University  

 CC*DNI DIBBs: 
Data Analysis and 
Management 
Building Blocks 
for Multi-Campus 
Cyberinfrastructu
re through Cloud 
Federation  

Combines data analytics and flexible workflow 
management in the form of a federated cloud 
model capable of supporting large-scale, 
shared, and collaborative data analysis. 
Includes the development of an allocations and 
accounting model that allows institutions to 
use resource utilization as a form of currency 
to demonstrate the value of sharing resources.  
A three-university collaboration (Cornell, UCSB, 
SUNY Buffalo) and seven use cases. 
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2015 
Multi-

Campus/ 
Multi-

Institutio
n 

1541318 Larry 
Peterson 

 U of 
Arizona  

 CC*DNI DIBBs: 
Give Your Data 
the Edge: A 
Scalable Data 
Delivery Platform  

Leverages the Syndicate platform to facilitate 
global, scalable and secure access to data in a 
data-independent way.  Includes a nine-
university collaboration (Arizona, Hawaii, 
Indiana, North Carolina, Northern Arizona, 
Princeton, Texas, UC Davis, and Wisconsin) 
involving multiple science disciplines. 

2015 
Multi-

Campus/ 
Multi-

Institutio
n 

1541335 Shawn 
McKee 

 University 
of 
Michigan  

 CC*DNI DIBBs: 
Multi-Institutional 
Open Storage 
Research 
InfraStructure 
(MI-OSiRIS)  

Deploys a storage cyberinfrastructure platform 
across three partner institutions in Michigan.  
Includes an abstraction of varied data types, all 
placed under the CEPH object-based file 
system.    

2015 
Multi-

Campus/ 
Multi-

Institutio
n 

1541349 Larry Smarr  U of Cal 
San Diego  

 CC*DNI DIBBs: 
The Pacific 
Research 
Platform  

Establishes a Pacific Research Platform (PRP) 
across 20 campuses along the Pacific region of 
the United States.   Focus of the project is the 
interconnection of existing or planned DMZs in 
the multiple institutions, to enable high 
bandwidth collaborative research.  An array of 
science use cases is defined, including 
astrophysics, physics, and medical data.   

2015 
Multi-

Campus/ 
Multi-

Institutio
n 

1541450 Bertram 
Ludaescher 

 U of Ill 
Urbana-
Champaign  

 CC*DNI DIBBS: 
Merging Science 
and 
Cyberinfrastructu
re Pathways: The 
Whole Tale  

Focuses upon preservation of the entire 
research and publication cycle, by transforming 
the knowledge discovery and dissemination 
process into one where data products are 
united with articles, so that preservation and 
access to data and methods becomes an 
integral part of the publication process. 

2016 
Pilot 

Demonst
ration 

1640775 Bonnie 
Hurwitz 

 U of 
Arizona  

 CIF21 DIBBs: PD: 
Accelerating 
Comparative 
Metagenomics 
through an Ocean 
Cloud Commons  

Enabling collaborative comparative 
metagenomic research in the cloud.  Builds on 
Tara Oceans Expedition, Kogiri algorithm, 
Ocean Treasure Box, Cyverse apps that deploy 
on Open Cloud via Agave. 

2016 
Pilot 

Demonst
ration 

1640840 Linda 
Schadler 

Rensselaer 
Polytech 
Inst  

 CIF21 DIBBs: PD: 
Ontology-enabled 
Polymer 
Nanocomposite 
Open Community 
Data Resource  

Focus on polymer nanocomposites; builds on 
NanoMine prototype and NIST Material Data 
Curator System (MDCS). 

2016 
Pilot 

Demonst
ration 

1640829 Martin 
Greenwald 

 MIT   CIF21 DIBBs: PD: 
- Metadata 
Toolkits for 
Building Multi-
faceted Data - 
relationship 
Models  

Provide tools to develop metadata schemas 
that identify complex relationships between 
data elements not well represented in data 
systems (e.g., data source, provenance, 
version, annotation threads, and data shape). 
Ensure the traceability and integrity of 
scientific data.  Targets: Plasma physics, ocean 
modeling, CFD simulations. 

2016 
Early 

Impleme
ntation 

1640575 George Alter  University 
of 
Michigan  

 CIF21 DIBBs: EI: 
Continuous 
Capture of 
Metadata for 
Statistical Data  

Creates tools to capture data transformations 
from general purpose statistical analysis 
packages.  Automates capture, embeds 
metadata in two international standards: Data 
Documentation Initiative (DDI), Ecological 
Metadata Language (EML).  Targets: 
social/behavioral sciences, earth observation. 
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2016 
Early 

Impleme
ntation 

1640813 Santosh 
Kumar 

 University 
of 
Memphis  

 CIF21 DIBBs: EI: 
mProv: Provence-
based Data 
Analytics 
Cyberinfrastructu
re for High-
frequency Mobile 
Sensor Data  

Develop data cyberinfrastructure that 
addresses unique aspects of mobile sensor 
data, to facilitate use and analysis by 
researchers in computing, engineering, and 
other disciplines. Develop techniques for 
integrating metadata and data capture over 
mobile streaming data. 

2016 
Early 

Impleme
ntation 

1640818 Ashit 
Talukder 

 U of NC 
Charlotte  

 CIF21 DIBBS: EI: 
VIFI:Virtual 
Information-
Fabric 
Infrastructure 
(VIFI) for Data-
Driven Decisions 
from Distributed 
Data  

Allows scientists to search, access, manipulate, 
and evaluate fragmented, distributed data in 
the information fabric without directly 
accessing or moving large amounts of data. 
Demonstrates capabilities on resilient systems, 
health sciences, Earth Science, and Astronomy. 
International Participation: China (Tsinghua U). 

2016 
Early 

Impleme
ntation 

1640831 James Cuff  Harvard 
University  

 CIF21 DIBBs: EI: 
North East 
Storage Exchange  

Multi-petabyte, multi-tier, shared storage 
exchange ($1.6M).  Targets include ATLAS / 
LAH, Center for Brain Sience, remote sensing 
and earth science.  Collaborators: Harvard 
University, U Mass, MIT, Boston U, 
Northeastern U, and the Massachusetts Green 
High Performance Computing Center. 

2016 
Early 

Impleme
ntation 

1640834 Manish 
Parashar 

 Rutgers 
Univ New 
Brunswick  

 CIF21 DIBBs: EI: 
Virtual Data 
Collaboratory: A 
Regional 
Cyberinfrastructu
re for 
Collaborative 
Data Intensive 
Science  

Designs and implements a Virtual Data 
Collaboratory (VDC) for data-intensive 
computing, storage, and networking, federated 
with an interdisciplinary data services layer.  
Builds on and integrate with existing 
national/international and regional data 
repositories (Ocean Observatories Initiative, 
Protein Data Bank). 

2016 
Early 

Impleme
ntation 

1640864 Oliver 
Kennedy 

 SUNY 
Buffalo  

 CIF21 DIBBs: EI: 
Vizier, 
Streamlined Data 
Curation  

Unifies curation and data exploration through 
provenance.  Builds on Mimir (a system 
supporting probabilistic pay-as-you-go data 
curation operators); VisTrails (an open-source 
system for interactive data exploration); and 
GProM (database middleware supporting fine-
grained provenance).  Team includes IIT and 
NYU; collaboration letters from Oracle, CUSP 
and Airbus. 

2016 
Early 

Impleme
ntation 

1640867 Venugopal 
Govindaraju 

 SUNY 
Buffalo  

 CIF21 DIBBs: EI: 
Data Laboratory 
for Materials 
Engineering  

Computational tools to accelerate the pace of 
materials invention and optimization. 

2016 
Early 

Impleme
ntation 

1640899 Kristin 
Persson 

 U of Cal 
Berkeley  

 CIF21 DIBBS: EI:  
The Local 
Spectroscopy 
Data 
Infrastructure 
(LSDI)  

Infrastructure for the production, curation, 
analysis, dissemination and sharing of X-Ray 
Absorption (XAS) and Nuclear Magnetic 
Resonance (NMR) spectroscopy data.  Target is 
understanding and design of novel materials.  
Collaborators at UC San Diego, Washington U, 
and Ohio State; several experts as unfunded 
collaborators. 
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2016 CC* 
Storage 
(Track 7) 

1659169 Christopher 
Paolini 

 San Diego 
State Univ 
Foundation  

 CC* Storage: 
Implementation 
of a Distributed, 
Shareable, and 
Parallel Storage 
Resource at San 
Diego State 
University to 
Facilitate High-
Performance 
Computing for 
Climate Science  

Constructs a distributed, shareable, and 
parallel storage cluster to improve climate 
science research at SDSU. 

2016 CC* 
Storage 
(Track 7) 

1659282 Douglas 
Jennewein 

 U of South 
Dakota  

 CC* Storage: The 
South Dakota 
Data Store, a 
modular, 
affordable 
platform to 
enable data-
intensive research 
and education  

Acquire, deploy, and maintain a South Dakota 
Data Store (SDDS) for use by all faculty and 
students at USD; will also serve South Dakota 
State University (SDSU) and Black Hills State 
University (BHSU). 

2016 CC* 
Storage 
(Track 7) 

1659310 Beth Plale  Indiana 
University  

 CC* Storage:  
Robust Persistent 
Identification of 
Data (RPID)  

Creates a robust PID (RPID) testbed to enable 
prototyping and evaluation of types of 
persistent identifiers (PIDs) and study 
approaches to mapping PIDs to CTS URN 
identifiers. 

2016 CC* 
Data 

(Track 1) 

1659300 Frank Feltus  Clemson 
University  

 CC*Data: 
National 
Cyberinfrastructu
re for Scientific 
Data Analysis at 
Scale (SciDAS)  

Develops SciDAS, to federate access to multiple 
national cyberinfrastructure resources 
including NSF Cloud, Open Science 
Grid/eXtreme Science and Engineering 
Discovery Environment v2.0 (OSG/XSEDE 2.0), 
COMET, and ExoGENI. 

2016 CC* 
Data 

(Track 1) 

1659367 Ilya Baldin  U of NC 
Chapel Hill  

 CC* Data: 
ImPACT - 
Infrastructure for 
Privacy-Assured 
compuTations  

Develops platform (ImPACT) supporting the 
analysis of multi-institutional data while 
satisfying relevant privacy regulations and 
interests.  Builds on Dataverse, Cyverse, and 
ORCA; partners with Silver, an NSF Frontier in 
Secure and Trustworthy Cyberspace project. 

2017 
Pilot 

Demonst
ration  

1724843 Michela 
Taufer 

 University 
of 
Delaware  

 CIF21 DIBBs: PD: 
Cyberinfrastructu
re Tools for 
Precision 
Agriculture in the 
21st Century  

Combines analytical geospatial approaches, 
machine learning methods, and high 
performance computing techniques to build 
cyberinfrastructure tools that transform how 
ecoinformatics data is analyzed. 

2017 
Pilot 

Demonst
ration  

1724845 Haiying 
(Helen) Shen 

 University 
of Virginia  

 CIF21 DIBBs: PD: 
Building High-
Availability Data 
Capabilities in 
Data-Centric 
Cyberinfrastructu
re  

Builds scalable high-availability data 
capabilities in data-centric cyberinfrastructure. 

2017 
Pilot 

Demonst
ration  

1724889 Neil 
Heffernan 

 Worcester 
Polytech 
Inst  

 CIF21 DIBBs: PD: 
Enhancing and 
Personalizing 
Educational 
Resources 
through Tools for 
Experimentation  

Builds on PI-created online learning platform 
(ASSISTments) used to conduct and publish 
randomized controlled experiments about best 
practices in education.  Would automate 
process of study creation and data analysis. 
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2017 
Pilot 

Demonst
ration  

1724898 Tevfik Kosar  SUNY 
Buffalo  

 CIF21 DIBBs: PD: 
OneDataShare: A 
Universal Data 
Sharing Building 
Block for Data-
Intensive 
Applications  

Designs a data sharing building block for data-
intensive applications, to optimize: end-to-end 
data transfers, interoperation across 
heterogeneous data resources, and predicting 
data delivery time and decreasing uncertainty. 

2017 
Early 

Impleme
ntation 

1724821 Robert 
Gardner 

 University 
of Chicago  

 CIF21 DIBBs: EI: 
SLATE and the 
Mobility of 
Capability  

Introduces a generic Services Layer At 
The Edge (SLATE) that enables distributed 
automation and centralized operation of data, 
software, science gateway and workflow 
infrastructure. 

2017 
Early 

Impleme
ntation 

1724853 Kimberly 
Claffy 

 U of Cal 
San Diego  

 CIF21 DIBBs: EI: 
Integrated 
Platform for 
Applied Network 
Data Analysis 
(PANDA)  

Develop data cyberinfrastructure that 
addresses unique aspects of mobile sensor 
data, to facilitate use and analysis by 
researchers in computing, engineering, and 
other disciplines. Develop techniques for 
integrating metadata and data capture over 
mobile streaming data. 

2017 
Early 

Impleme
ntation 

1724728 Ann 
Christine 

Catlin 

 Purdue 
University  

 CIF21 DIBBs: EI: 
Creating a Digital 
Environment for 
Enabling Data-
driven Science 
(DEEDS)  

Creates a data management and computing 
infrastructure that supports the entire research 
investigation process. 
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11.2 DIBBs18 Workshop Meeting Announcements 

11.2.1 Notice from NSF Program Director Dr. Amy Walton to Awardees 

April 18, 2018 

Hello, Colleagues -  

The second NSF Data Infrastructure Building Blocks (DIBBs) PI Workshop will be held July 9-10, 2018, at 

the Crystal City Marriott at Reagan National Airport in Alexandria, VA.   This will again be an invitation-

only event, limited to at most 2 attendees (PI or Co-PI) per project that is active at the time of invitation. 

More information will be heading your way soon from the workshop Chair, Larry Smarr, and will include 

the formal invitation.  For now, please mark your calendars, and plan to attend.  I look forward to seeing 

you there.  

Best regards, 

Amy Walton 

Amy Walton, Ph.D. 

Program Director 

Office of Advanced Cyberinfrastructure 

National Science Foundation 

2401 Eisenhower Avenue 

Alexandria, VA  22314 

Phone: (703) 292-4538 

awalton@nsf.gov 

 

11.2.2 Notice from Workshop Chair Larry Smarr and Tom DeFanti to Awardees 

May 2, 2018 

Dear DIBBs Awardees, 

 

As Dr. Amy Walton indicated two weeks ago (see note above), DIBBs18, the second NSF Data 

Infrastructure Building Blocks (DIBBs) PI Workshop, will be held July 9-10, 2018 at the Crystal City 

Marriott near Reagan National Airport in Alexandria, VA. Please identify which member(s) of your team 

will represent your project (we are limited to at most 2 attendees (PI or Co-PI) per project), and respond 

by registering using the link below as soon as possible. 

 

DIBBs18 will be starting at 1pm on Monday July 9, and continuing through Tuesday July 10 at 

4pm.   Most participants from east of the Mississippi will be able to fly in on Monday morning, and many 

will be able to return Tuesday evening.  The hotel is very close to Reagan National Airport (DCA) and 

adjacent to the Yellow Line Metro stop. 

https://maps.google.com/?q=2401+Eisenhower+Avenue+%0D%0AAlexandria,+VA++22314&entry=gmail&source=g
https://maps.google.com/?q=2401+Eisenhower+Avenue+%0D%0AAlexandria,+VA++22314&entry=gmail&source=g
about:blank
mailto:awalton@nsf.gov
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The link for registration is https://dibbs18.ucsd.edu and the password is DIBBs18 (case sensitive).  Each 

attendee will need to register separately. 

 

There is a link for hotel accommodations In the Eventbrite invitation; be sure to register through this link 

so you are included in our guaranteed room block.  Travel expenses are to be paid out of your DIBBs 

award funds. 

 

The agenda for the workshop and white paper and poster submission requirements are included in the 

attached document, and may also be found at https://dibbs18.ucsd.edu .  

 

We wish to thank Dave Lifka and Paul Redfern for generously sharing all their organizing materials from 

DIBBs17; much of DIBBs18 information should look very familiar to those of you who attended DIBBs17. 

We also thank Sue Fratkin for wrangling the Crystal City Marriott Hotel arrangements. 

Looking forward, 

Larry Smarr, DIBBs18 Chair 

Tom DeFanti, DIBBs18 Vice-Chair 

Charles Erwin, DIBBS18 Administrator 

 

  

https://dibbs18.ucsd.edu/
https://dibbs18.ucsd.edu/
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11.3 Final Agenda with Linked Presentations 

  

 

 

Monday July 9 

Morning Attendees Arrive at Marriott Hotel (no scheduled activities) 

11:00-1:00 Badge Pickup & Poster Setup / Buffet Lunch 

  1:00-1:15  Welcome: Workshop Goals & Agenda Review, Introduce the Program Committee - 

Larry Smarr, Director of the California Institute for Telecommunications and 

Information Technology (Calit2), PI of CC*DNI DIBBs award #ACI-1541349.  

  1:15-2:00  Keynote: NSF Big Ideas, Harnessing the Data Revolution and the Cyberinfrastructure 

Ecosystem                                                                                                                           

Manish Parashar, Office Director for the Office of Advanced Cyberinfrastructure 

(OAC) 

  2:00-2:45   

 
Panel Discussion 1: Significant/Innovative DIBBs Results 

Moderator: Hsinchun Chen DIBBs for Intelligence and Security Informatics Research 

and Community 

Panelists 

Victor Pankratius An Infrastructure for Computer Aided Discovery in Geoscience 

Camille Crittenden Pacific Research Platform 

Ken Merz OSiRIS: Open Storage Research Infrastructure 

  2:45-3:15 Coffee Break & Hotel Check-in at 3:00 

  3:15-4:00 Table Discussions 1: Significant/Innovative DIBBs Results 

  4:00-4:15  Highlights from each Table 

  4:15-5:00 Panel Discussion 2: Significant DIBBs Challenges/Solutions 
Moderator: Ilya Baldin ImPACT - Infrastructure for Privacy-Assured compuTations 
Panelists:  
Kyle Chard Merging Science and Cyberinfrastructure Pathways: The Whole Tale 
Linda Schadler PD: Ontology-enabled Polymer Nanocomposite Open Community Data 
Resource 
kc claffy Integrated Platform for Applied Network Data Analysis (PANDA) 
Christopher Paolini Implementation of a Distributed, Shareable, and Parallel Storage 
Resource at San Diego State University to Facilitate High-Performance Computing for 
Climate Science 

  5:00-6:30     Poster Session and Refreshments 

  6:30-8:30   Full Buffet Dinner 

 

2nd NSF Data Infrastructure Building Blocks PI Workshop (DIBBs18) 

Crystal City Marriott, Arlington Virginia  

https://dibbs18.ucsd.edu/images/submissions/Agenda_DIBBs_2018_opening.pdf
https://dibbs18.ucsd.edu/images/submissions/2018-parashar-dibbs-07-18.pdf
https://dibbs18.ucsd.edu/images/submissions/2018-parashar-dibbs-07-18.pdf
https://dibbs18.ucsd.edu/images/submissions/2018-parashar-dibbs-07-18.pdf
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Tuesday July 10  

  7:00-  8:00   Full Breakfast 

  8:00-  8:30 Discussion of Main Takeaways from Day 1 - Larry Smarr & Program Committee 

  8:30-  9:15   Table Discussions 2: Significant DIBBs Challenges/Solutions 

  9:15-  9:30   Highlights from each Table 

  9:30-10:15     Panel Discussion 3: Future DIBBs Challenges/Sustainability 

Moderator: Ann Christine Catlin Creating a Digital Environment for Enabling Data-driven 

Science (DEEDS) 

Panelists:  

Frank Feltus National Cyberinfrastructure for Scientific Data Analysis at Scale (SciDAS) 

David Lifka Data Analysis and Management Building Blocks for Multi-Campus 

Cyberinfrastructure through Cloud Federation 

Rob Gardner SLATE and the Mobility of Capability 

Michela Taufer Cyberinfrastructure Tools for Precision Agriculture in the 21st Century 

10:15-10:30  Coffee Break 

10:30-11:15  Table Discussions 3: Future DIBBs Challenges/Sustainability 

11:15-11:30  Highlights from each Table 

11:30-  1:00  Full Lunch and Poster Session 2; Hotel Check Out (by noon) 

  1:00-  1:45 Panel Discussion 4: Implications for Harnessing the Data Revolution 

Moderator: Tevfik Kosar OneDataShare: A Universal Data Sharing Building Block for 

Data-Intensive Applications 

Panelists:  

Ilkay Altintas Pacific Research Platform 

Santosh Kumar mProv: Provence-based Data Analytics Cyberinfrastructure for High-

Frequency Mobile Sensor Data 

Kate Keahey Scalable Capabilities for Spatial Data Synthesis 
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Geoffrey Fox Middleware and High-Performance Analytics Libraries for Scalable Data 

Science 

 1:45-  2:45   Table Discussions 4: Implications for Harnessing the Data Revolution 

  2:45-  3:00  Highlights from each Table: Final Thoughts 

  3:00-  3:30   Summary Discussion & Wrap Up - Larry Smarr & Program Committee 

  3:30-  4:00 Closing Comments - Amy Walton, Program Director, NSF 
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11.4 Workshop Attendees   

 

First Name Last Name Title Institution Award # PI/Co-
PI/etc. 

George Alter Research Professor  University of 
Michigan 

1640575 PI 

Ilkay Altintas Chief Data Science 
Officer, SDSC 

University of 
California San Diego 

1541349  

Rafal Angryk Associate Professor Georgia State 
University  

1443061 PI 

Ilya Baldin Director, Network 
Research and 
Infrastructure 

Renaissance 
Computing Institute 
(RENCI)/UNC Chapel 
Hill 

1659367 PI 

Joe Breen Senior IT Architect University of Utah 1724821 Co-PI 

Catherine Brinson Professor of 
Mechanical 
Engineering & 
Materials Science 

Duke University  1640840 Co-PI 

Ann 
Christine 

Catlin Senior Research 
Scientist 

Purdue University  1443027 
& 

1724728 

Co-PI  
&  
PI 

Kyle Chard Senior Researcher University of Chicago 1541450 Co-PI 

Hsinchun Chen Director, Artificial 
Intelligence 
Laboratory 

University of Arizona 1443019 PI 

Amit Chourasia Senior Visualization 
Scientist, SDSC 

University of 
California San Diego  

1443083 PI 

Kc claffy Principal Investigator Center for Applied 
Internet Data 
Analysis (CAIDA), U 
California San Diego 

1724853 PI 

Jonathan Crabtree Director of 
Cyberinfrastructure 

University of North 
Carolina Chapel Hill 

1659367 Co-PI 

Camille Crittenden Deputy Director, 
CITRIS 

University of 
California Berkeley 

1541349 Co-PI 

Thomas DeFanti Research Scientist, 
Qualcomm Institute 

University of 
California San Diego  

1541349 Co-PI 

Amogh Dhamdhere Assistant Research 
Scientist 

Center for Applied 
Internet Data 
Analysis (CAIDA), U 
California San Diego 

1724853 Co-PI 

Shyam Dwaraknath Materials Research 
Scientist 

Lawrence Berkeley 
Lab 

1640899  
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Alex Feltus Professor Clemson University 1443040 
& 

1659300 

Co-PI 
& 
PI 

Geoffrey Fox Professor Indiana University  1443054 PI 

Susan  Fratkin Coordinator Fratkin Associates Facilitator  

Niall Gaffney Director of Data 
Intensive Computing, 
TACC 

University of Texas 
Austin  

1541450 Co-PI 

Rob Gardner Research Professor University of Chicago 1724821 PI 

Boris Glavic Assistant Professor Illinois Institute of 
Technology 

1640864 Co-PI 

Martin Greenwald Deputy Director, 
Plasma Science and 
Fusion Center 

Massachusetts 
Institute of 
Technology 

1640829 PI 

John Hartman Associate Professor University of Arizona 1640775 Co-PI 

Sophia Hayes Professor Washington 
University in St Louis 

1640899 Co-PI 

Neil Heffernan Professor of 
Computer 
Information Sciences 

Worcester 
Polytechnic Institute 

1724889 PI 

Timothy Hnat Chief Software 
Architect 

University of 
Memphis 

1640813  

Vasant Honavar Professor Penn State 
University 

1640834 Co-PI 

John Horel Professor of 
Atmospheric Sciences 

University of Utah 1443046 Co-PI 

Bonnie Hurwitz Assistant Professor, 
Agricultural-
Biosystems 
Engineering 

University of Arizona 1640775 PI 

Douglas Jennewein Director of Research 
Computing 

University of South 
Dakota 

1659282 PI 

Shantenu Jha Associate Professor Rutgers University 1443054 Co-PI 

Kate Keahey Senior Fellow University of Chicago  1443080 Co-PI 

Oliver Kennedy Assistant Professor University at Buffalo, 
SUNY 

1640864 PI 

Ken Koedinger Professor Carnegie Mellon 
University 

1443068 PI 

Steve Konstanty Principal Research 
Programmer 

University of Illinois 
Urbana-Champaign 

1443013  

Tevfik Kosar Director, Data 
Intensive Distributed 
Computing 
Laboratory 

University at Buffalo, 
SUNY 

1724898 PI 
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Praveen Kumar Professor of Civil & 
Environmental 
Engineering 

University of Illinois 
Urbana-Champaign 

1261582 Co-PI 

Santosh Kumar Professor and Chair of 
Excellence in 
Computer Science  

University of 
Memphis 

1640813 PI 

Gerard Lemson Associate Director 
Science Coordination 
SciServer 

Johns Hopkins 
University  

1261715  

Dave Lifka Vice President and 
CIO 

Cornell University  1541215 PI 

Kenton McHenry Deputy Director, 
Software/ 
Applications Division, 
NCSA 

University of Illinois 
Urbana-Champaign 

1261582 
& 

1443013 

PI on 
1261582 

Noah McLean Assistant Professor, 
Geology 

University of Kansas 1443037  

Venkatesh Merwade Professor of Civil 
Engineering 

Purdue University  1261727 Co-PI 

Kenneth Merz Director, Institute for 
Cyber-Enabled 
Research 

Michigan State 
University  
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11.5 Workshop Evaluation/Suggestions for Future DIBBs Workshops 
 

Workshop participants were requested to respond to an online workshop evaluation survey. Of the 72 

participants, 32 responses were received. The results are summarized below.  

 

11.5.1 Q1 - Overall, how would you rate the DIBBs18 workshop? 

  

Average Score  

Excellent  

   3.2 (scale of 0-4, 4 being Excellent)    

       9          28%  

Very good       20          62% 

Fairly good         2            7% 

Mildly good         1            3% 

Not good         0             0% 

TOTAL      32        100% 

 

11.5.2 Q2 - Did you derive value from the workshop (e.g., knowledge gained, synergies 

explored, potential new collaborations, etc.)? 

 

Average score 3.0 (scale of 0-4, 4 being highly valuable) 

Highly valuable  8     25% 

Very valuable  17    53% 

Somewhat valuable    6     19% 

Slightly valuable   1       3% 

Not valuable at all   0        0%  

TOTAL 32  100% 
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11.5.3 Q3 - How successful was the workshop in providing you with opportunities to interact 

with your peers, share your views, and develop community? 

 

Average score 3.3 (scale 0-4, 4 being extremely successful) 

Extremely successful    12       38% 

Very successful  17        53% 

Somewhat successful    3         9% 

Slightly successful  0            0%  

Not successful  0            0% 

TOTAL 32       100% 

 

11.5.4 Q4 - How organized was the DIBBs18 workshop? 

 

Average score 3.3 (scale 0-4, 4 being extremely organized) 

Extremely organized   12        38% 

Very organized  16         50%                

Somewhat organized   4           13% 

Slightly organized  0              0%  

Not organized at all  0               0%  

TOTAL 32          100% 

 

 11.5.5 Q5 - If you had to say one thing about the workshop, what would you say? 

 

26 responses: 

Lots of interaction with other PIs!  
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------------- 

Not enough discussion/understanding of the larger picture – how DIBBs relates to HDR and other 

programs, NSF plans for national scale infrastructures etc.  

------------- 

Enlightening 

------------- 

Definitely worth attending -- I had no idea what to expect (being a domain expert), and I learned quite a 

bit from this community.  

------------- 

The culture of the participants is wonderful. Everyone is building tools for Science first and self second.  

------------- 

Need some follow-on activities since there was not enough time to establish rich mesh of connectivity 

needed to cross-fertilize among many related projects.  

------------- 

great, diverse cross-section of people, projects and ideas, all committed to CI  

------------- 

Venue was excellent and the organizers took good care of the participants!  

------------- 

The structure and goals were very good. Only lacking was a plan for contributing to the workshop 

report, which I would have liked to do.  

------------- 

I felt like the roundtable discussions kept discussing the same topics over and over each round. I think 

clearer outcomes should be presented and perhaps a facilitator could be preselected for each table.  

------------- 

The opportunity to interact with other DIBBs PIs is very valuable.  

------------- 

The timing worked well  
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------------- 

the table discussions were excellent  

------------- 

Informative!  

------------- 

The interactions with other DIBBs awardees was invaluable and provided many opportunities to 

collaborate in future projects.  

------------- 

Not as useful as last years for some reason. Could of been the group or the topic selection?  

------------- 

more coffee  

------------- 

Panel discussions were not as illuminating as they might have been.  

------------- 

It was great to see the scope of projects supported by DIBBs and explore opportunities for 

collaboration. It was also useful to learn the various challenges other projects and colleagues are facing 

at their universities and within the wider tech ecosystem.  

------------- 

Very good planning to start at 11am on Monday. There was some confusion over the aims of the Table 

Discussions, especially the third one where we were asked to consider the HDR, as that seemed to 

conflict with the aims of Panel/Table 4.  

------------- 

It was bit hard to keep discussion to topic at hand, the topics are very high level and generally 

uninteresting from participants point of view, as they go beyond the scope of PIs role  

------------- 

It provided a great opportunity to meet with other DIBBs projects and understand areas of shared 

interest/potential collaborations.  

------------- 
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Original and successful format  

------------- 

This was a fresh and appreciated format that I think led to a very successful meeting  

------------- 

I liked that we got to meet fellow DIBBs PIs.  

------------- 

worthwhile  

------------- 

11.5.6 Q6 – Please make specific suggestions for future workshops, including elements to 

emphasize/retain/modify/eliminate? 

 

25 responses: 

Open with lightning talks by all projects. Part of the idea is that we all should know what each other is 

doing to look for similarities, collaborations and opportunities. People on panels usually talked about 

their projects, then touched on the panel topic. Let everyone have a chance to briefly share info about 

their project - and then have panelists only address the issue posed. (Having posters doesn't suffice to 

let all projects tell all participants about their project.)  

------------- 

1. Split the posters into two so that each PI can man their own poster in one session and wander in the 

other.  2. Maybe parallel sessions with semi-similar projects grouped together? 

-------------  

There were several table discussions, but without much guidance as to what to discuss. As a result the 

discussions were very similar in content. 

-------------  

It would be great to have one session during the day where people from a given related domain sit 

together for a breakout session -- simply to swap ideas.  

------------- 

Ask everyone to take a quiz on active DIBBS projects. If you get an A, you are part of a raffle. Make us 

read the DIBBS abstracts ;).  
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------------- 

Need follow-on chat (e.g., mattermost) channel for discussions about common tools/approaches, 

facilitate potential for re-use. (CAIDA willing to try hosting one for a year to see if there is uptake)  

------------- 

the table discussions were great, but seemed repetitive with the panel discussions. Suggest to have 

different topics for panels and table discussions.  

------------- 

I felt like the panelists and the topics could have been chosen more carefully. For example, the topic of 

the first panel was DIBBs results, but nobody had any significant results to discuss. I think the same 

applies to other panels. The other option is to develop the topics, seek speakers for the topics and then 

after a brief presentation from each speaker, have a short panel/discussion.  

------------- 

The mid-day start was great for optimizing travel. I'm not convinced that posters are the best way to 

convey all the projects. Lightning talks may be more effective.  

------------- 

More time to engage at posters.  

------------- 

The questions about the future of cyberinfrastructure in the final table discussions were too broad for 

me to make a meaningful contribution. Although I have suggestions to make in some areas, only a few 

of the participants had enough perspective to respond to these questions. It seems to me that it would 

be better to focus on the contributions that DIBBs projects are making. I would have liked more 

attention to ways that the DIBBs projects can be integrated and to a discussion of gaps that need to be 

filled.  

------------- 

Assigned clusters of poster placement based on project subject area. Ask for project domain positioning 

information before the event.  

------------- 

specific discussions about possible ways to "combine" or "merge" DIBBs research 

projects/infrastructures and form partnerships across projects.  

------------- 
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Panels seemed to constitute 4 individual mini talks rather than discussion. Maybe re-frame these as 

lightning talks + Q&A or conduct a more panel-like session with members discussing moderator-

supplied topics. Only complaint is the meeting room was very warm.  

------------- 

Table discussion were good, but at times lacked definition. The people involved always made for lively 

and productive conversations however, more directions could've helped propel the discussion.  

------------- 

Having done a number of these I'd like to dig down into particular topic to solution. I feel we have 

identified obvious issues (training, long-term software viability, better academic/corporate interactions, 

etc.), but really still don't have a solution or strong recommendation for the NSF.  

------------- 

maybe a software bazaar so we can try everyone's tools  

------------- 

The time spent on the panel discussions could have been more productive - perhaps by narrowing the 

focus in each. Too much time was spent by the panelists in a general summary of what they were doing. 

Maybe a tactic would be - after choosing panelists - to survey them ahead of time on important 

issues/challenges. Then narrow their presentations and discussions. The table discussions would then 

be also more focused. More concrete goals for each of the table discussions would be helpful too. These 

were specified in some cases, which really helped I think. But for others, we had interesting exchanges, 

but didn't necessarily know where we were headed.  

------------- 

The table working group discussions and report-backs were very useful. Three rounds (rather than 4) 

may have been sufficient. Thanks for the timing (late start Monday through mid-afternoon Tuesday). I 

think that was most convenient for the greatest number of people.  

------------- 

The Panel/Table format worked very well. Although logistically not very easy, it would have been good if 

there was some form of "running" summary of main bullet points identified after each Panel/Table. This 

could be on a separate projected screen maybe, or a webpage on the DIBBS18 website - perhaps a 

(very) brief transcript of each tables "2 points". It could then have been reviewed and summarized in 

the last 1/2 hr before Amy's closing. For example, on Tuesday AM Larry summarized 3 "themes" from 

the day before (Incentives, Sustainability, Industry). Future workshops (across NSF programs, not just 

DIBBs) focusing on Sustainability and the role of Industry in developing scientific frameworks and 

infrastructure (as opposed to small science research-oriented grants, even if they use technology) would 

be really useful. The NSF has greatly improved how they define project management processes and 
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practices (even in the 8 years I have been working on NSF projects), and I think a similar approach to 

defining and understanding what a "sustainable project" actually means, the structured processes 

behind it, and how an awardee should to go about achieving it, would be really helpful. The reality, I 

believe, is that some projects should be considered as small tech "start-ups", and the NSF needs to 

define where in the continuum of awards it makes does such a model/approach become important, and 

provide guidance and structure for project execution. Indeed, is it even remotely the remit of the NSF to 

do this?  

------------- 

I suggest a full rehash of the workshop. It needs to be thought from PIs perspective not sponsors 

perspective.  

------------- 

I'm not sure the panel format is effective. It might be interesting to try and group similar awards into 

break out groups to have more detailed discussions.  

------------- 

I would recommend more space in room and more effort on website so material easier to browse. I love 

Google drive but not best interface for ~85 items  

------------- 

Given that it seemed like most projects did not have close collaborations, an ontology categorizing the 

projects would be useful as a precursor to the meeting to aid in the introductions.  

------------- 

I suggest cutting at least one of the table discussions -- by the end it got a little stale -- and replacing 

with longer floor discussion for some of the topics and longer breaks so people have additional chances 

to mingle.  

------------- 
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